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Combinatorial Exploration is a new domain-agnostic algorithmic frame-
work to automatically and rigorously study the structure of combina-
torial objects and derive their counting sequences and generating func-
tions. We describe how it works and provide an open-source Python
implementation. As a prerequisite, we build up a new theoretical foun-
dation for combinatorial decomposition strategies and combinatorial
specifications.

We then apply Combinatorial Exploration to the domain of permu-
tation patterns, to great effect. We rederive hundreds of results in
the literature in a uniform manner and prove many new ones. These
results can be found in a new public database, the Permutation Pat-
tern Avoidance Library (PermPAL) at https://permpal.com. Finally,
we give three additional proofs-of-concept, showing examples of how
Combinatorial Exploration can prove results in the domains of alter-
nating sign matrices, polyominoes, and set partitions.
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1. INTRODUCTION

Combinatorial structures are ubiquitous throughout mathematics. Graphs, permutations, words,
polyominoes and other families of combinatorial objects often play a central role in many differ-
ent fields. Enumerative combinatorics is concerned with the elucidation of structural properties
of these families such as counting, classification, and limiting behavior.

A combinatorial set is a set of combinatorial objects, each of which is assigned a nonnegative
integer size, with the property that the number of objects of any given size is finite. The analysis
of a given combinatorial set often relies on domain-specific methods and ad-hoc derivations.
In this work, we develop an algorithmic framework capable of automatically deriving rigorous
proofs about the structure of combinatorial sets and computing their counting sequences and
generating functions.

At its heart, Combinatorial Exploration is the systematic application of structural strategies that
break down a set of combinatorial objects repeatedly into simpler parts, until a full decom-
position into completely understood parts is obtained. The quickly growing fields of symbolic
combinatorics and analytic combinatorics revolve around techniques to derive enumerative infor-
mation when the structure of a combinatorial set is already understood. The literature already
contains several effective methods to describe the structure of a combinatorial set and the most
fundamental is the theory of combinatorial species, developed by Joyal [97, 98] in the 1980s and
put into book form by Bergeron, Labelle, and Leroux [24] in the 1990s. More recently, Pivoteau,
Salvy, and Soria [123]] have studied recursively defined species from a computational perspec-
tive. The constructible classes of Flajolet and Sedgewick [81]] can be seen as a more narrowly
focused form of combinatorial species that avoids the language of category theory. Another
device for describing the construction of a combinatorial set is the generating tree of Chung,
Graham, Hoggatt, and Kleiman [63]; it was further formalized in the ECO method of Barcucci,
Lungo, Pergola, and Pinzani [19]. The starting point of all of these approaches is foreknowl-
edge of the structure of a combinatorial set. Combinatorial Exploration addresses the absence
of a uniform method for completing that first step: understanding the structure.

This article is accompanied by an implementation of Combinatorial Exploration that can be
used to apply the algorithms presented here to specific enumerative problems. That imple-
mentation consists of around 7,300 lines of Python code and is available on Github [22]. Under
our “plug-and-play” framework, designed specifically to enable researchers to use Combinato-
rial Exploration on new domains, one needs only to provide an implementation of their specific
combinatorial sets together with whichever domain-specific structural strategies they wish to
use. In this way, we believe that Combinatorial Exploration constitutes the first component of
a new toolkit for enumerative combinatorics. The Github repository [22] provides a short tuto-
rial to implement Combinatorial Exploration for the easy domain of binary words using only
about 200 lines of code.

To prove the efficacy of this new framework, we have also applied Combinatorial Exploration
to the domain of permutation patterns. The result is that we are able to automatically and
rigorously prove the results of dozens of existing papers as well as many new ones. That
implementation is also available on Github [21], and consists of around 24,000 lines of Python
code. We have additionally created an online database presenting the results of this work
in the field of permutation patterns. It is called the Permutation Pattern Avoidance Library
(PermPAL) [6]], and can be found at https://permpal.com. It is inspired by Tenner’s Database
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of Permutation Pattern Avoidance [131]], the graphclasses.org/website [124]], and of course the
Online Encyclopedia of Integer Sequences [128].

Section 2| gives a brief introduction to the field of permutation patterns, which will be used as
an example domain throughout the paper. In particular, Subsection 2.4 catalogs many of the
successful applications of Combinatorial Exploration in this domain.

Section 3{lays down a theoretical framework for concepts that have been widely used in enu-
merative combinatorics for some time. When Combinatorial Exploration is successful, the re-
sult is a combinatorial specification that fully describes the combinatorial set and whose validity is
rigorously verified. By introducing a new type of decomposition function called a combinatorial
strategy, we are able to create a more formalized version of combinatorial specifications. This
section then introduces Combinatorial Exploration and its associated suite of combinatorial
algorithms.

Section [d] provides results that guarantee that a combinatorial specification produced by Com-
binatorial Exploration is productive, that is, it contains sufficient information to uniquely deter-
mine the counting sequences of the involved sets. We believe that the formalizations created
and explored in Sections 3] and [4] represent, independently of Combinatorial Exploration, im-
portant advances in the understanding of combinatorial specifications and their use to solve
enumerative problems.

Section [5| describes the enumerative and analytic tools that derive various enumerative prod-
ucts from a combinatorial specification, including polynomial-time counting algorithms, gen-
erating functions, and random sampling procedures.

Sections [} [7} [8| and [9] demonstrate the impressive efficacy and wide applicability of Combi-
natorial Exploration by applying it to four domains: permutation patterns, alternating sign
matrices, polyominoes, and set partitions, respectively. The domain of permutation patterns
is afforded the most attention and presented in the most detail, and this is the domain that
we have actually implemented [21]. For each of the remaining three domains, we only briefly
describe one possible way to approach them with Combinatorial Exploration, and derive by
hand one or two combinatorial specifications for interesting combinatorial sets. For alternat-
ing sign matrices, we find a specification for the set of 132-avoiding alternating sign matrices,
which has an algebraic generating function. For polyominoes, we present a specification that
enumerates Ferrers diagrams and briefly discuss one for moon (L-convex) polyominoes, both
of which have non-D-finite generating functions. For set partitions, we derive specifications for
both the 1212-avoiding and the 111-avoiding set partitions; the former has an algebraic generat-
ing function, while the latter has a D-finite generating function. We expect that Combinatorial
Exploration would be equally successful in many other domains, such as inversion sequences,
ascent sequences, and more.

Finally, Section[I0]discusses some algorithmic aspects of our implementation of Combinatorial
Explorations, and Section [11| provides a few concluding remarks and suggests avenues for
continued development.
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Figure 1: The permutation 41257368 with a circled occurrence of the pattern 312.

2. PERMUTATION PATTERNS

Although Combinatorial Exploration is inherently a domain-agnostic tool, it will prove useful
in the following sections to have an interesting domain at hand. To that end, this section aims
to be a crash course on the field of permutation patterns, an active area of enumerative combi-
natorics for several decades that has meaningful connections to computer science, statistical
mechanics, and algebraic geometry. In this section we give a brief introduction to the field and
provide a summary of the many cases in which Combinatorial Exploration rigorously proves
both new and old results.

2.1 Introduction to Permutation Patterns

A permutation of length n is an ordering of the numbers 1,2, ...,n. The standardization of an
ordering of n distinct positive integers is the permutation of the same length whose entries
have the same relative order. For example, the standardization of 6283 is 3142, since 2 is the
smallest entry in 6238 and so it becomes 1, 3 is the second smallest entry and so it becomes 2,
and so on.

We say that a larger permutation 7w = 71(1)7t(2) - - - 7t(n) contains a smaller permutation o =
o(1)o(2)---o(k) as a pattern, and write o < 7, if 77 has a (not necessarily consecutive) sub-
sequence 7t(i1)7(iz) - - - 7w(ix) whose standardization is equal to . In this context ¢ is called
a pattern and the subsequence 7t(i1)7(iz) - - - 7w (ix) is an occurrence of the pattern in 7r. For in-
stance, 312 < 41257368 as exhibited by the subsequence 413 (among others), but one can check
that 321 < 41257368. In this case we say that 41257368 avoids 321.

A geometric viewpoint turns out to be useful. We can associate each permutation 7r of length
n with the plot of the points {(i, 77(i)) : 1 < i < n} in the Cartesian plane. Conversely, any
finite set of points in the plane such that no two points lie on the same horizontal or vertical
line can be continuously deformed to a plot of this kind and associated with the resulting
permutation. The permutation containment relation has a tidy geometric definition: 7t contains
o if some finite subset of the points in the plot for 7 can be deleted to leave (up to continuous
deformation) the plot of o. Figure[l|shows the plot of 41257368, and demonstrates graphically
that 41257368 contains the permutation 312.

The notion of one permutation containing another is the engine that drives the entire field of
permutation patterns. A permutation class (often abbreviated as simply a class) is a downward-
closed set of permutations under the containment order; that is, a set C of permutations is a
class if it has the property that if 1 € C and ¢ < 7, then ¢ € C. Every class can be uniquely



Figure 2: On the left, the permutation 312 ®21 = 31254, and on the right, the permutation
312621 = 53421.

specified by the minimal set of permutations that it avoids, called its basis, and the class with
basis B is denoted Av(B). Put plainly, Av(B) is the downward-closed set of permutations that
avoid all of the permutations in B.

In an exercise in Chapter 2 of his seminal work The Art of Computer Science [104, Exercise 2.2.1.5],
Knuth asks the reader to prove that the set of permutations that can be sorted by a stack is
precisely AV(231)EI and to find the number of permutations of each length in this set. This
innocently simple exercise set off a rapid and deep exploration of permutation classes. We
recommend Vatter’s survey [137] for a comprehensive introduction to the field.

2.2 Sums and Skew Sums of Permutations

We will rely on two particular operations on permutations to give illustrative examples in the
following sections, and we introduce those now. Given permutations ¢ and 7 of lengths k and
¢ respectively, the (direct) sum o @ T is the permutation of length k + ¢ defined by

~ [ o), 1<i<k
(U@T)<Z)_{T(i—k)+k, k+1<i<k+/¢ -

Geometrically, o @ 7 is formed by placing the entries of T above and to the right of the entries

of 0, as demonstrated in Figure

Symmetrically, the skew sum of ¢ and 7, denoted ¢ © T is formed geometrically but placing the
entries of T below and to the right of the entries of o. Formally,

(o) 4+t 1<i<k
<‘7@T)(1)—{ ti—k), k+l<i<k+l -

These two operations can be extended to sets in a natural way. For any two sets of permutations
A and B, we define
ADB={a®p : anc A, B B}

and
AoB={aop : ac A Be B}
2.3 Enumeration of Permutation Classes

Letting C,, denote the set of permutations of length n in C, we define the counting sequence of a
class to be the sequence a,, = |C,|, with the convention that Cy contains the empty permutation

1We omit the set braces in this notation, writing e.g., Av(123,3412) instead of Av({123,3412}).



of length 0 and thus has cardinality 1. The generating function of C is the formal power series
for its counting sequence:

fe(x) = 2 |Cax".

n=0

A principal class is one whose basis contains only a single permutation. The simplest non-
trivial examples are Av(12) and Av(21). The former contains all decreasing permutations (e.g.,
87654321), while the latter contains all increasing permutations. The counting sequences of
these two classes are clearly the same, with a, = 1 for all n, and their generating function

fav(i2) = fav(er) = 1/(1 — x) is rational.

Principal classes of length 3. The six principal classes avoiding a pattern of length 3 are
Av(123), Av(132), Av(213), Av(231), Av(312), and Av(321). The outer two are essentially the
sameE] when accounting for symmetries of the permutation containment order, and so are the
middle four. Although these two groupings, called symmetry classes, are structurally very differ-
en it turns out that they are both counted by the famous Catalan numbers a, = (*")/(n + 1)
and have the algebraic generating function (1 — /1 —4x)/(2x). We will be making frequent
references to the Online Encyclopedia of Integer Sequences [128] (OEIS), which hosts integer
sequences and vast information about them, e.g., the Catalan numbers appear as sequence
A000108 on the site.

Principal classes of length 4. We now arrive at the twenty four principal classes avoiding a
pattern of length 4, and already we encounter the active edge of investigation. These twenty
four principal classes partition into seven symmetry classes. Two turn out to have the same
algebraic generating function (see Béna [38] and Stankova [130]) and four turn out to have
the same D-finite generating functio (see Bousquet-Mélou [42], Gessel [85], Stankova [129],
and West [138]). The generating function for the last symmetry class, containing Av(1324) and
Av(4231), remains unknown. Through about a dozen articles [8, 25, 28, 29, |36, 37, |64, 66, (67, 95|
117], the first fifty terms of the counting sequence of Av(1324) are known explicitly and rough
bounds on the exponential growth are known.

The 2 x 4 classes. For the last 25 years, a particular collection of permutation classes has been
perhaps the most important and influential in guiding the direction of research. A 2x4 class is a
permutation class whose basis consists of two permutations of length four, e.g., Av(2413,3142).
Accounting for symmetries of the pattern containment relation, there are essentially 56 different
2x4 classes. The quest to understand these 56 permutation classes has led to the creation of a
surprising number of sophisticated enumerative techniques that we mention below.

Automatic methods in permutation patterns. Automatic and computational methods, both
rigorous and empirical, have played a prominent role in the study of permutation patterns for
quite some time. Figure [3{shows many of these methods. An arrow from method A to method

2To be more precise, there are obvious bijections between them, derived from the symmetries of the square, that
preserve both length and permutation containment.

3To mention just one difference, Av(123) contains infinite antichains under the containment order, while Av(132)
does not.

4A generating function is D-finite if it is the solution of a nontrivial linear differential equation with polynomial
coefficients.


https://oeis.org/A000108

Combinatorial Flexible finite

Exploration enum. scheme [30]
Struct-cover Finitely many simple Regular insertion Vatter’s finite
verified [23] permutations [20] encoding [135] enum. scheme [134]
Zeilberger’s finite Scanning elements
Templates [31] enum. scheme [139] N algorithm [79]
Polynomial Finitely labeled
classes [90] generating tree [136]

Figure 3: Comparison of algorithmic enumeration methods.

B implies that method B is stronger, i.e., every permutation class that can be enumerated au-
tomatically by method A can also be enumerated by method B. A dashed arrow implies that
we conjecture that method B is stronger than method A. As the figure shows, several of these
methods, e.g., Zeilberger’s enumeration schemes, Vatter’s implementation of the regular inser-
tion encoding, and the substitution decomposition applied to permutation classes with finitely
many simples, are subsumed by Combinatorial Exploration.

2.4 Success of Combinatorial Exploration in Permutation Patterns

Before introducing Combinatorial Exploration over the next several sections, we hope to first
convince the reader that it is a powerful enumerative tool by describing some of the new and
old results that it can automatically and rigorously prove. We strongly believe that no algorith-
mic effort can fully substitute for the endless creativity of human mathematicians. There are,
however, many examples where the enumeration of a specific combinatorial set is needed as a
stepping stone on the way to a more important theorem, and for tasks like this Combinatorial
Exploration can be tremendously helpful.

As Section 3| describes, when the process of Combinatorial Exploration is successful, the re-
sult is a rigorous description of the permutation class called a combinatorial specification, and as
Section 5| discusses, this combinatorial specification can be converted to a system of equations
satisfied by the generating function for the class.

In many cases, this is a univariate algebraic system—each equation expresses one of the gen-
erating functions as the sum or product of others—and can be solved explicitly or implicitly
with an appropriate computer algebra systenrﬂ In other cases, we get a bivariate algebraic
system with one catalytic variable (to use the terminology of Zeilberger [141]). These can be
solved by adapting the methods of Bousquet-Mélou and Jehanne [44] from single equations to
systems of equations, although the symbolic computations required (in particular, elimination
via Grobner bases or resultants) can be intense. These systems generically have solutions that
are algebraic.

Lastly, in some cases we obtain systems of equations with two or more catalytic variables, and
although we know of no way to solve these systems, they nonetheless permit calculation of

5We find Maple particularly effective.



the terms of the counting sequences involved in polynomial time. It is known that solutions
of these systems can be non-D-finite. In the remainder of this section, we use “CV” as an
abbreviation for “catalytic variable”.

Let us finally say, most importantly, that the successes of Combinatorial Exploration that are
reproved results from the literature are not obtained by simply taking the ideas from that lit-
erature and implementing them as code. Instead, as described in Section [p| we have come up
with just a small handful of what we call combinatorial strategies that are sufficient to yield all of
the results below in a surprisingly uniform manner, automatically and rigorously.

o We can find specifications automatically for six out of the seven symmetry classes of per-
mutations avoiding one pattern of length 4, all but Av(1324). Four of these six, Av(1234),
Av(1243), Av(1432), and Av(2143), have the same counting sequence, and we find for
them specifications with two CVs, which is consistent with their shared generating func-
tion being known to be non-algebraic. Additionally, the first three of these have specifi-
cations that are parallel, which means they have a similar enough structure that one can
automatically produce bijections between any pair of them. The remaining two of the six,
Av(1342) and Av(2413), also share a counting sequence, and we find specifications with
one CV that can easily be solved to produce their algebraic generating function. These are
the first direct enumerations of these two permutation classes, as previous enumerations
were via bijections to each other and to other objects. The final class, Av(1324), currently
remains out of reach, but we are optimistic that several not-yet-implemented strategies
may lead to progress.

o Out of the 56 symmetry classes of permutations avoiding two patterns of length 4—the
classes that have been an important testbed for new enumerative techniques over the
years [2-5| 9, (16, 18, 26, 27, 35, 39, 49, 50, (105107, 109, [118, 120, [122, 135] —we can
find specifications for all 56 of them. 53 have specifications with 0 CVs or 1 CV, and
so their algebraic generating functions can be determined. The remaining three were
conjectured by Albert, Homberger, Pantone, Shar, and Vatter [9] to be non-D-finite, and
correspondingly their specifications have 2 or more CVs. Figure [J] on page 7] shows
heatmaps for the 2 x4 classes, derived by sampling many long permutations uniformly at
random from each class.

¢ Out of the 317 symmetry classes of permutations avoiding three patterns of length 4,
again we can find specifications for all of them. One is conjectured to be non-D-finite,
and for this class we find a specification with 2 CVs. For the remaining 316 we find
specifications with 0 CVs or 1 CV. The original enumeration of these classes required an
enormous amount of work, largely by hand, and can be found in [9}53-59].

o Similarly, we can find specifications for all symmetry classes avoiding n patterns of length
4for4 < n < 24,all with 0 CVs or 1 CV, implying that we can compute all of their generat-
ing functions. This work was originally done by Mansour with various collaborators [51,
52,/112-116], requiring hundreds of pages of work, and even then with a vast majority of
the derivations left as exercises for the reader.

o As Figure 3| explained, Combinatorial Exploration can automatically enumerate any in-
sertion encodable permutation class. More significantly, it can do so much more quickly
than Vatter’s original implementation, which requires a great deal of brute force genera-



tion of permutations to determine which configurations are possible and which are not.
The particular data structure we use in Combinatorial Exploration for permutation pat-
terns (described in Section [f) can automatically determine this information without such
generation. As a result, we can enumerate insertion encodable classes that were previ-
ously out of reach due to computational intensity.

Bevan, Brignall, Elvey Price, and Pantone [28] found improved lower and upper bounds
on the exponential growth rate of Av(1324) by considering a set of gridded permutations
that they called “domino permutations”. The enumeration of these was challenging, re-
quiring a bijection to a type of arch systems and several pages of work to enumerate
these arch systems. We can find a specification and the algebraic generating function for
the domino permutations.

Ikeda’s thesis [91] focuses on the enumeration of Av(52341,53241,52431,35142,42513,
351624), which consist of permutations representing the local complete intersection Schu-
bert varieties. These Schubert varieties have singularities that are well-behaved, in the
sense that their local rings satisfy a certain algebraic condition, see e.g., Ulfarsson and
Woo [[133]. The main result in Ikeda’s thesis, Theorem 6.9, is incorrect. We are able to find
a specification with 1 CV and the correct algebraic generating function, which satisfies
the equation

0 = (13x° — 69x® + 162x” — 115x° — 496x° + 1401x* — 1415x + 637x> — 97x + 4)F(x)?
+ (50x® — 198x7 + 376x° + 118x° — 1794x* 4+ 2840x> — 1676x> + 281x — 12)F(x)?
+ (60x7 — 192x° + 248x° + 483x* — 1743x% + 1472x> — 272x + 12) F(x)
4 24x° — 64x° + 40x* 4+ 295x° — 432x + 88x — 4

Defant [69] studies the preimage of various permutation classes under the West-stack-
sorting operation, derives that the preimage of Av(321) is Av(34251,35241,45231), and
gives rough bounds on its exponential growth rate, but is unable to enumerate it. We find
a specification with 2 CVs, allowing us to compute 636 terms in the counting sequence.
We are unable to conjecture the generating function from these terms, and thus we predict
that it is non-D-finite. Empirically, we estimate with quite a bit of confidence that the
growth rate is 6 + 2+/5.

Bona and Pantone [40] used Combinatorial Exploration to assist with the study of five
classes avoiding four patterns of length 5, and one class avoiding five patterns of length 6.
All have specifications with 2 or more CVs, and they were able to predict that several had
D-finite generating functions, and give empirical estimates of their asymptotic behavior.

Dimitrov [71] studies “box classes”. An incorrect theorem for the enumeration of Av(1 o
302)is given [71, Theorem 4.4]. We are able to find a specification with 1 CV and compute
the correct algebraic generating function, which satisfies the equation
= x8F(x)® — x2(x® + 2x° + 5x* +2x% 4+ 4% — 4x + 5)F(x)*
+ (2x* 4+ 2x% 4+ 4x* —2x + 1)F(x)*> — 1

We can also enumerate many other box classes, including Av(10203), Av(1 oo 32), and
Av(13c002).



o Egge [72] conjectured that a group of permutation classes defined by avoiding two pat-
terns of length 4 and one of length 6 are all counted by the Schroder numbers. Burstein
and Pantone [48] proved one of these conjectures, and then Bloom and Burstein [32]
proved the remainder. We are able to find specifications and generating functions for
all of these classes.

¢ The skew-vexillary permutations are those in the class Av (24153, 25143, 31524, 31542, 32514,
32541,42153,52143,214365). They were studied by Klein, Lewis, and Morales [103] who
showed that their generating function S(x) can be written in terms of the generating func-
tion V(x) for Av(2143) as

1
1—x"

S(x) = (1=x)V(x)? = V(x) -

We are able to find a specification for the skew-vexillary permutations expressed in terms
of the subclass Av(2143). This specification treats Av(2143) as a class whose generating
function is already independently known, and it produces the same equation relating
S(x) and V(x).

¢ The juxtaposition of two classes C and D is the class of permutations that can be formed
by putting a permutation from C side-by-side with a permutation from D and vertically
interleaving the entries in some way. The juxtaposition of two finitely-based classes is it-
self a finitely-based class. We can enumerate many juxtaposition classes, including the in-
teresting case C = Av(213,231) and D = Av(132,312), which is an example of two classes
with rational generating functions whose juxtaposition is algebraic (and non-rational).

o Staircase classes were considered by Albert, Pantone, and Vatter [10]. The (Av(21), Av(21))-
staircase is just Av(321), but the (Av(12), Av(21))-staircase is much more interesting. It
is predicted to be the class Av(2341,3421,4231,52143). We find a specification with 2
CVs, and compute 400 terms of the counting sequence. We are unable to conjecture its
generating function, but we estimate the growth rate to be about 4.1768325. In the same
paper, the class Av(4321,321654,421653,431652,521643,531642) is given as a potential
counterexample to a possible general property—we find a 2 CV specification that per-
mits us to generate enough terms of the counting sequence to determine that this class is
unlikely to be such a counterexample.

¢ Guo and Kitaev [83] explore the notion of “partially ordered permutations”. We are able
to find specifications for many of the classes they consider.

o Elder [73] determined the basis of the class of permutations that can be sorted by a stack of
depth 2 and an infinite stack in series; it has basis elements of length at most 8. The alge-
braic generating function of this class was found later by Elder, Lee, and Rechnitzer [74].
We find a specification with 1 CV, but the corresponding system of equations is too large
for us to be able to solve and produce the algebraic solution.

o The “Widdershins spirals” are a class of permutations whose generating function was
given without proof by Brignall, Engen, and Vatter [45] and that plays an important role
in later work of Brignall and Vatter [46]. We find a specification with 0 CVs and the
corresponding rational generating function.

o The Schubert varieties with a simple presentation for their cohomology ring are studied
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C]

Figure 4: A graphical depiction of an arbitrary nonempty permutation in the class C of 132-
avoiding permutations.

by Gasharov and Reiner [84] and are called varieties defined by inclusion. They showed
that these correspond to the permutation class Av(4231,35142,42513,351624). The class
was enumerated in Albert and Brignall [7]. We find a specification with 0 CVs and the
corresponding algebraic generating function.

o Alland and Richmond [12] show that for a permutation 7, the Schubert variety X,; has
a complete parabolic bundle structure if and only if 7 € Av(3412,52341,635241). We
are able to find a specification with 1 CV, guaranteeing that this class has an algebraic
generating functions, but the system is too large for us to solve. We can, however, use the
tree to generate the first 400 terms of the counting sequence and then use these terms to
conjecture a value for the generating function; it appears to be algebraic with a minimal
polynomial of degree 6.

There are of course some permutation classes that appear in the literature that we are not cur-
rently able to enumerate with Combinatorial Exploration, although we are still in the process
of creating new strategies that we believe have potential to help. A few examples are listed
below.

¢ Burstein and Pantone [48] conjecture that Av(2143,246135) is equinumerous to Av(2413).
The generating function of the second class is already known, but we are unable to find a
specification for the first class.

o Atkinson, Ruskuc, and Smith [17] prove that the substitution closure of the class is Av(123)
is equal to the class Av(24153,25314, 31524, 41352, 246135, 415263). We have not yet found
a specification for this class.

o Fink, Mészéros, and St. Dizier [78] prove that the Schubert polynomial &, is zero-one if
and only if 77 is in the class Av(12543,13254,13524,13542,21543,125364, 125634,215364,
215634, 315264,315624,315642). We have not found a specification for this class.

o The permutation class whose enumeration would be of the most interest is Av(1324), and
we are unable to find a specification for it at this time.
2.5 An Enumerative Example

We end this subsection by demonstrating one way that the counting sequence and generating
function for Av(132) can be calculated. Our derivation closely tracks the concept of proof trees
that will be developed in Section

Let C = Av(132). Every permutation in C is either empty or contains a maximum entry. Let
7 € C be a nonempty permutation of length n with maximum entry (k). Every entry with
index less than k must have value larger than every entry with index greater than k, or else 7

11



contains a 132 pattern in which 77(k) acts as the 3. Moreover, the entries with index less than
k can together form any (non-standardized) permutation that avoids 132 and the entries with
index greater than k can also together form any permutation that avoids 132. More concretely,
the nonempty permutations in Av(132) are precisely those in the set

(Av(132) @ {1}) © Av(132).

This is shown pictorially in Figure E}

This is a full structural description of Av(132) in the sense that the set of 132-avoiding permuta-
tions of length n can be completely described recursively in terms of shorter 132-avoiding per-
mutations. From this description we can write down a functional equation satisfied by the gen-
erating function f(x) that counts 132-avoiding permutations by length. The statement “Every
132-avoiding permutation is either empty or has a maximum entry with two non-interleaving
132-avoiding permutations (one on each side)” translates directly to the equation

flx) =1+xf(x)%

Upon applying the quadratic equation and selecting the correct root, we find f(x) = (1 —
v/1—4x)/(2x), which is the generating function for the Catalan numbers.

3. COMBINATORIAL EXPLORATION

Combinatorial Exploration seeks to fully describe the structure of a combinatorial set. In this
context, a full description is, informally, one that accomplishes the following goal.

The set of objects of size 1 in a combinatorial set C can be completely and uniquely
constructed from the set of objects of size at most n — 1 in C. That is to say, a set of
rules is given to construct each object of size n in C exactly once.

The combinatorial literature has often tried to capture this informal notion using concepts like
combinatorial specifications and admissible operators (see, e.g., [81], which we discuss in more
detail later in this section). In order to give the most complete picture of Combinatorial Ex-
ploration and justify the correctness of its products, we are required to develop—for, to our
knowledge, the first time—a full theoretical framework that rigorously captures these oft-cited
concepts.

Before we begin to build this framework we introduce, again informally, proof trees, a combina-
torial structure that represents the output of successful Combinatorial Exploration and repre-
sents the idea of a full description mentioned above.

We rely on the domain of permutation patterns heavily in this section to explain concepts
and provide examples, but both Combinatorial Exploration and the theoretical framework we
develop can be applied to any type of combinatorial objects that can be algorithmically con-
structed and manipulated.

3.1 Proof Trees

A proof tree for a combinatorial set C is a rooted tree in the graph-theoretical sense. Each ver-
tex v represents a combinatorial set D(), the root representing C itself. Each internal vertex
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v with children uy, ..., u, implicitly (in a way we will make clear later) defines a structural
relationship between the parent set D) and the child sets D), .. Dln)

This relationship can take many forms. In the easiest of cases, it may be that D(?) is the disjoint
union D) (- L D), More generally, the parent-child relationship represents some way
in which D) is decomposed into simpler sets D), ..., D), or equivalently, how the child
sets D) . Dm) can be combined to reconstruct the parent Do),

Before we bring these concepts into sharper focus, let us examine the procedure by which we
described and enumerated Av(132) in the previous section through this informal lens. Figure 5|
shows a proof tree for C = Av(132). This proof tree is essentially a pictorial representation of
the following structural description.

Figure 5: A proof tree for the class C = Av(132).

Every permutation in C = Av(132) is either the empty permutation of size 0 (denoted ¢), or
contains a topmost entry. This is represented in the proof tree by the root vy, with D) = C,
having a left child v, representing the set consisting of only the empty permutation, and a right
child v3 representing the set of all nonempty permutations in C. As described in the derivation
of the previous section, one may observe that every entry to the left of the maximum must
have greater value than every entry to the right of the maximum, and therefore all nonempty
permutations are represented by the given picture. The parent-children relationship between
these vertices is D) = D) ;D).

The vertex v3 has three children, v4, v5 and v, the first and third of which represent the same
set as the root. The second represents the set containing the single permutation of size 1. This
relationship is not a disjoint union—rather, it represents that any permutation in D) can be
formed by selecting any two permutations &, B € C, placing all entries in « above and to the left
of all entries in B, and placing a topmost entry between the two. Moreover, every choice of «,
results in a distinct element of D(%3).

We have introduced the concept of proof trees specifically because they enable efficient enu-
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meration of the objects represented by the root. We discuss this in detail in future sections, for
now only showing how the proof tree above allows one to write down both a polynomial-time
counting algorithm for C and a system of equations that can be solved to find its generating
function.

Each parent-children relationship carries with it sufficient structural information to determine
the number of permutations of size n in the parent from the number of permutations of various
sizes in the children. When the entire proof tree is taken together, this permits the recursive
computation of the number of permutations in the root of any size.

Recall that if D is a combinatorial set, then D,, denotes the set of objects in D with size n. As

we have observed that D) = D) |, D) it clearly follows that |D,(qvl)| = |D,(102)| + |D,(f3) |.
Furthermore, the relationship between v3 and its children implies the equality

n—1
D =Y DD .
i=0

For legibility we use the fact that |D,(1v5)| = 1for n = 1, and 0 otherwise, to avoid writing a
double sum.

Noting that D(®2) contains only the empty permutation of size 0, we can derive from the proof
tree for Av(132) the system of recurrences

|D£l01)| _ Dy(lvz)| + |'D,(4v3)|

1, ifn=0
pi={ g
n—1

,  otherwise

D = 3 1P
i=0

D) = D3|

D] = D)

To derive the generating function of the class we associate to each vertex v the generating

function F,(x) = 2 |D,(f) |x". The structure described above allows one to write down the
n=0
system of equations

Fo, (x) = F,(x) + Fo, (x)
F,(x)=1

Fv3<x> = XFU4(x)Fvﬁ(x)
Fy,(x) = Fy, (x)

Foe(x) = Fy, (x)

which can be solved to find that the generating function for Av(132) is F,, (x) = (1 —+/1 —4x)/(2x),
as expected. We choose to return now to the viewpoint of recurrences, and we say nothing more
about generating functions until Section 5|
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The reader who wishes to see a larger example of a proof tree right now can refer to Figure
on page The combinatorial sets in this proof tree for Av(1243,1342,2143) are represented
by a structure we call tilings, introduced in Section [6}

3.2 Combinatorial Strategies

The time has finally arrived to lay the foundation for the theoretical framework upon which
Combinatorial Exploration operates.

Each parent-children relationship in the proof tree for Av(132) in Figure |5|represents a struc-
tural decomposition of the parent combinatorial set into the child combinatorial sets. In this
section we formally define this concept under the name combinatorial strategy.

An m-ary combinatorial strategy consists of three components, which we now discuss in broad
terms before stating the full formal definition. The first and most important component of a
strategy S is a decomposition function ds, which takes as input a combinatorial set A. If strategy S
cannot be meaningfully applied to A to decompose it into other sets, then the output of ds is the
symbol DNA, short for “does not apply”. Otherwise, the output is an m-tuple of combinatorial

sets (BW, ..., Bm).

The other two components that comprise a combinatorial strategy capture the requirement that
ifds(A) = (B W ... B (’”)), then it must be possible to calculate, in a manner uniform over all
input sets A, the enumeration of A from the enumerations of the sets 3 @, ..., BM The reliance
profile function rs : IN — Z for a strategy S encodes which terms in the enumeration of each
B are necessary to calculate |A,|. Given an input n € N, rs(1n) = (rM(n),..., "™ (n)), where
each ) (n) € Z is an upper bound for the largest size of elements in B() that are necessary in
order to compute |A,|. A negative value indicates that no values B(") are needed. For instance,
if ds(A) = (BW,B®,B%)) and r5(10) = (2,9,—1), this means that |.A;g| can be computed
from the quantities |B(()1)|, |B§1)|, |B£l)| and |B(()2)|, |B§2)|, ceey |Béz)|; no values |B(3)| are needed.

i
The third component of a strategy, the spectrum of counting functions, governs precisely how
the enumeration of |A,| is computed from the quantities |B](l)|. Each strategy S possesses a

counting function cg (,) for each n € IN such that when the quantities |B](i)| determined by the
reliance profile function are given as input to c(,) 5, then the output is |.A;|.

We want to emphasize at this point that the reliance profile function and the counting functions
of a strategy are fixed functions that do not vary with the combinatorial set .A to which the
strategy is applied. We now give the full formal definition of a strategy.

Definition 3.1. Let Z be the collection of all combinatorial sets. An m-ary combinatorial strategy
S consists of three components.

1. A decomposition function ds : Z — 2™ u {DNA} whose input is a combinatorial set A
(the parent set), and whose output is either an ordered m-tuple of combinatorial sets
(BW,...,B™) (the child sets) or the symbol DNA. When the output is ds(.A) = DNA, short
for “does not apply”, we say that S cannot be applied to the combinatorial set A.

2. A reliance profile function rs : IN — Z™ whose input is a natural number n and whose

output is an ordered m-tuple of integers. We use rg) (n) to denote the ith component of
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rs(n),ie.,

3. An infinite sequence of counting functions cg ) indexed by n € IN, each of whose in-
put is m tuples of integers w(!),...,w(™ and whose output is a natural number. The
counting functions must have the property that if ds(A) = (BW,...,B) and rg(n) =

(rél) (n),..., ré’") (n)), then for input tuples

w(n) = (1BY),..., |Bf2>(n)|)
S

we have

csl(n)(w(l)(n), . .,w(m)(n)) = | Ayl

To be overly explicit, the domain of cg () is INPt x ... x NP where

Dy = max(0, 7 (n) + 1),

while the codomain is simply IN.

The counting functions of a strategy S describe, for any combinatorial set .A to which S can be
applied and for each n separately, the uniform method of calculating |.A,| from the quantities

|B]@ | indicated by the reliance profile function. As a result, an application of a strategy ds(.A) =
(B(l), .., B(m)) implies the statement:

The number of objects in A of size n can be calculated from the number of objects
in the B of various sizes, without regard to actual nature of the objects,

where the “various sizes” are dictated by the (fixed) reliance profile function rs.

Many readers are no doubt familiar with the theory of symbolic combinatorics so beautifully
presented by Flajolet and Sedgewick [81], to whom we owe a substantial debt of gratitude
for inspiring much of the framework constructed here. In Subsection [3.3| we will say much
more about the similarities and differences between their framework and ours and will discuss
how what we are calling proof trees, for the moment, are simply an alternative, more pictorial,
formulation of a “combinatorial specification”.

Meanwhile, it is instructive at this point to give several examples and non-examples of strate-
gies, some of which rely on notions not completely defined until Section 6| but which we hope
are clear enough in context.

Example 3.1. Consider a binary strategy Z that we will call “size-0-or-not” constructed as fol-
lows.

1. The decomposition function dy is defined by dz(.A) = (B,C) where B contains precisely
the elements of A with size 0 and C contains all others. It follows that 4 is the disjoint
union B u C. This strategy applies to all possible input sets, and thus the output is never
DNA.

2. The reliance profile function rz is n — (n,n).
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3. The counting functions are defined by
Cz,(n)((bo,---,bn), (co,---,cn)) =bn+cy
and since A is the disjoint union B 1 C, it is clear that the counting functions satisfy
2,0 ((Bol -/ 1Bal), (1Col, -/ 1Cal)) = |Bal +1Cal = [ Au]

for all n € IN, and therefore they satisfy the condition in Deﬁnition

This is the strategy that is applied to the root of the proof tree for Av(132) in Figure [5; the
output (B, () of the decomposition function gives the two children of the root.

Note that since we are guaranteed that 5 will never contain any objects of size greater than 0 we
could also have defined the reliance profile function to be n — (0, 1), with counting functions

bo, n=20
¢, n>0"7

¢z, ((bo), (co, .-, cn)) = {

but we chose to highlight the disjoint union nature of this strategy.

Example 3.2. We now describe the other strategy used in the proof tree of Av(132), although
we cannot give all of the details until Section 6| (here we describe just a specific case of a much
more general strategy). We have also slightly simplified it by not considering the point itself to
be one of the children.

Consider a binary strategy F that we will call “factor-around-max-entry” constructed as fol-
lows.

1. Let A be a set of permutations. If there exist sets 5 and C such that A = (B® {1}) ©C,
then they are unique and we define dr(A) = (B,C). Otherwise, dp(.A) = DNA.

2. Since the objects in A of size n are built from pairs (B,v) where |B| + |y| = n —1, the
reliance profile functionis n — (n—1,n—1). (This example demonstrates why the values
in the reliance profile function come from Z rather than just IN.)

3. The counting functions are ¢y (o) =0 and if n > 0

n—1
CF,(n) ((b(], ceey bnfl)/ (CO/ ey Cnfl) = Z bjcn_l_]'.
j=0

We must show that the counting function satisfies the equality

|-’471| = CF,(n)((|BO|/~ sy |Bn_1|), (|CO|r (R |Cn—1|));

every permutation 7w € A, can be written as (8@®1) © for f € B and v € C in precisely
one way, because f must involve the entries to the left of the maximum entry and y must
involve the entries to the right of the maximum entry.

Non-example 3.3. In the previous example, the identification of the maximum entry of a per-
mutation as a splitting point is necessary for there to be a uniform counting function. Suppose
instead that we had attempted to define a decomposition function dp(A) = (B,C) if A = B&C,
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with dp(,A) = DNA otherwise. This leads to two problems. First, the decomposition is not
unique; for example {1} @ {12,132} and {12} & {1, 21} both equal {123, 1243}, so what should
the value of dp({123,1243}) be?

Secondly and separately, it is not possible to define counting functions that are correct uni-
formly over all possible inputs .A. The examples

{12,123,1234} = {1,12} ® {1, 12}

and
{12,123,132,1243} = {1,12} ® {1, 21}

demonstrate that there is no counting function that can compute the number of objects in A of
each size from the number of objects in B and C of each size, as the first example would require
that

C(F),S((Or 1, 1), (0, 1, 1)) =1

while the second would require that
c(r3((0,1,1),(0,1,1)) =2,

i.e., the two examples have different numbers of permutations of length 3 on the left hand side,
despite both having the same number of permutations of each length on each component of
the right-hand side.

Example 3.4. A two-colored permutation is a permutation in which each of the entries is as-
signed a color, red or blue. Given two sets of (uncolored) permutations B and C, we define
B ® C to be the set of two-colored permutations where the red entries form a permutation in
B and the blue entries form a permutation in C. For example, if 132 € B and 21 € C, then
14532 € CH

We now define a strategy M that we call “colored-merge”.

1. The input is a set A of two-colored permutations. If there exist sets of (ordinary) permu-
tations B and C such that B& C = A, then the choice of B and C is unique and we define
dpy(A) = (B,C). Otherwise dps(A) = DNA.

2. In order to form the elements of .4, it is necessary to know the permutations in 53 and C
of sizes 0, ..., n. Therefore, the reliance profile function is n — (1, n).

3. Each element of A, is formed by selecting an element from B of size j, an element from C
of size n — j, and then interleaving the two permutations by selecting which j of the n po-
sitions and which j of the n values will be occupied by entries from the red permutation.
Thus, the counting functions are

Finally, we provide an additional non-example to demonstrate that operations that do not pre-
serve the ability to count are not strategies.

6For those who are reading this in black-and-white, the overlined entries are red while the remaining entries are
blue.
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Non-example 3.5. For a permutation 7t of length at least 1, let 7~ be the permutation that
remains after deleting the largest entry of 7r. Extending this to sets of permutations, define

A- ={n":me A}
Consider the potential decomposition function dp(.A) = A~. The equalities
dp({123,132,312}) = {12} = dp({123})

demonstrate that it is not possible to uniformly compute the counting sequence of A from
the counting sequence of A~. Therefore we cannot define a strategy with this decomposition
function.

When a strategy S is applied to a combinatorial set A the output of the decomposition function
is either ds(.A) = DNA, in which case no information has been learned, or ds(A) = (B, ..., B"),
in which case the strategy has produced what we call a combinatorial rule

AE(BY,. . Bm),

which records the fact that A can be decomposed into sets B (1), ..., B (m) under strategy S. Since
S must have a reliance profile function and valid counting functions in order to be considered
a strategy, this implies that the counting sequence of A is a function of the counting sequences
of BY, ..., Bm),

3.3 Combinatorial Specifications

In the first chapters of Flajolet and Sedgewick [81], the authors introduce several operations
whose input is a tuple of combinatorial sets and whose output is a single combinatorial set.
Among these are the disjoint union A = B u C, the Cartesian product A = B x C, the sequence
operator A = SEQ(B), and several others. Our decomposition functions are in some sense the
“mirror image” of their operators; for them, B and C are the inputs to a function that outputs
A = B x C, while for us, any set A may be the input of a decomposition function giving B
and C as outputs if such a decomposition is possible. Although this is not a major deviation, it
is this perspective that truly drives the theory of Combinatorial Exploration—combinatorial
sets are broken down as much as possible via decomposition, rather than built up from atoms,
and fingers are crossed that after some number of such decompositions a proof tree can be
formed. In the standard viewpoint of symbolic combinatorics, one must figure out from scratch
how to express a combinatorial set as the image of some operator; Combinatorial Exploration
provides a framework of systematic tools to aid discovering when a combinatorial set can be
decomposed into (hopefully) simpler sets.

Flajolet and Sedgwick [81, Definition 1.5] additionally define an operator to be admissible if the
counting sequence of the output set only depends on the counting sequence of the input sets,
and a combinatorial specification is defined to be a system of operators (more detailed information
is given below). They then define and prove the admissibility of several useful operators that
they call +, x, SEQ, PSET, MSET, and CYC, and they call a combinatorial set constructible if it is
a component of a combinatorial specification made up entirely of these particular operators. By
now some readers have surely realized that our notion of a proof tree is similar to the concept
of a combinatorial specification, and this section makes that link more precise.

19



The situation considered by Flajolet and Sedgewick is that you have a given set of objects with
known structure, or perhaps defined in terms of a combinatorial specification. Two impor-
tant issues, whether the specification defines a unique set of objects and whether the resulting
system of generating function equations uniquely defines a power series solution, can be con-
tirmed by inspection, and therefore are typically not explicitly addressed. Our approach is to
attempt to search for a specification inside a larger set of combinatorial rules, and thus, we
need to develop a theory to prove that our approach does not run into these uniqueness is-
sues. Our framework, particularly the consideration of reliance profile functions and counting
functions as inherent to a strategy, permits us to study such questions. In Section # we define a
strategy to be productive if it satisfies certain criteria; we then prove that a proof tree composed
entirely of rules created by productive strategies is guaranteed to contain sufficient information
to uniquely define the counting sequences of the sets involved.

Before describing in detail the correspondence between proof trees and combinatorial specifi-
cations, we need to point out a particularly useful kind of strategy. As defined in the previous
subsection, a combinatorial rule is a tuple (A, (B @, .., B (’”)), S) where A and B (i) are combi-
natorial sets and S is a m-ary strategy. Stylistically, we write

AE(BY,. ., Bm).

Although we did not specifically mention this earlier, it is permissible for a strategy to be 0-ary,
or nullary. We call such a strategy a verification strategy because it signifies that the counting
sequence of the input set is known independently of any structural decomposition. Recall that
in the strict framework we have created for strategies, for a given strategy S the counting func-
tions cg () are independent of the input set A. As a result, we can define for each combinatorial
set A whose counting sequence is independently known a verification strategy V4 with the
following properties:

o dy,(A) = () (the O-tuple) and dy,(R) = DNAforall R # A,
o ry, is the function n — () (again, the 0-tuple), and
o foralln, cy, (,) is a O-ary function with output |A;|.

Of course, one does not want to indiscriminately allow the verification strategies V4 to be
applied for all A, or else a trivial proof tree would always be immediately found with no de-
composition at all. It is up to the user who is employing Combinatorial Exploration to select
which verification strategies to allow—in most cases it makes sense to employ any verification
strategy V4 for which the counting sequence for A is either already known or can be indepen-
dently calculated. A major benefit of this approach is that once a proof tree for a combinatorial
set R is found, future applications of Combinatorial Exploration can activate the verification
strategy Vx to use this knowledge without the extra work of rediscovering the proof tree for
R.

In any case, most applications require the use of at least a few verification strategies. In the
proof tree for Av(132) in Figure |5, like in nearly all of the proof trees for pattern-avoiding
permutation classes, we require the use of Vi, providing the combinatorial rule

fe} < (),
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and in most other proof trees we also require the verification strategy Vi;; which creates the
rule

Vi
{1} =0
verifying the set containing the single permutation of length 1.

A combinatorial specification, as defined by Flajolet and Sedgewick [81} Definition 1.7], is a set of
combinatorial rules with the property that every combinatorial set that appears on the right-
hand side of a rule appears as the left-hand side of a rule exactly once. The proof tree for
C = Av(132) in Figure |5} for instance, may be written as the specification

¢ & ({e}, D)
DL (o)

fe} <2 ()

Here, Z is the strategy “size-0-or-not” from Example 3.1} while F is the strategy “factor-around-
max-entry” from Example

Proof trees and combinatorial specifications are two mostly equivalent structures used to rep-
resent the same information. Each non-leaf vertex v with children uy,...,u,, derived from
strategy S corresponds to a combinatorial rule

p® & (D), ., D)y,
while each leaf w corresponds to either a verification strategy V and rule
D) & ()

or the set D(®) represented by w already appears as a non-leaf vertex in the tree (equivalently,
D®@) js already the left-hand side of some rule). One difference between these two structures
is that proof trees have a combinatorial set designated as the root, while combinatorial speci-
fications do not (although in practice there is usually one particular set whose enumeration is
sought, and this acts as a root). Another difference is that the union of two specifications whose
combinatorial sets are disjoint would be considered a specification, while the same is not true
for proof trees. Neither of these differences is problematic for the work done here.

The proof tree model gives a more intuitive picture of the structural hierarchy of a combina-
torial set as well as better graphical depictions, while the combinatorial specification model is
better suited for proving results and describing algorithms. Going forward, we use the two
terms largely interchangeably, depending on the context.

As we mentioned in Subsection [2.4]about our successes in applying Combinatorial Exploration
to the field of permutation patterns, we employ strategies not discussed in this paper that
work with counting functions not just in the size variable n but also in additional variables
ki,ks,..., leading to catalytic variables in the corresponding system of generating function
equations. The framework thus requires a multivariate generalization to combinatorial specifi-
cations, which we address in future work.
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Figure 6: Four different combinatorial rules that result from applying different strategies—in
this case, isolating a point in the four different directions—to the same set C.

3.4 Strategic Exploration

In the proof tree for Av(132) shown in Figure 5 the root C and its two children constitute the
first step in a structural description of Av(132): every permutation in Av(132) is either the empty
permutation, or contains a maximum entry. Why did we choose the maximum entry rather than
the minimum entry, or the leftmost or rightmost entry? We did so solely because, with the
benefit of hindsight, it is that choice that resulted in the nice proof tree we have presented.

In order to discover proof trees like the one for Av(132), the process of Combinatorial Explo-
ration applies to any given combinatorial set many strategies simultaneously.

Figure [6| depicts graphically the four combinatorial rules that result from splitting Av(132)
into {e} and the permutations of length at least 1, and choosing an extreme direction to draw
a point Thus, applying these four strategies (isolating a point in each of the four extreme
directions) produces a combinatorial rule. Each rule has the same parent, and each rule has the
child {e}, but the second child of each rule is different.

Combinatorial Exploration works by repeatedly applying a collection of strategies, first to the
root (the combinatorial set you seek to understand), then to the children of the rules that are
produced by these applications, then to the children of those rules, and so on. While it sounds
at first like this will suffer from a problem of combinatorial explosion, we shall see that it is
surprisingly effective.

We call the ever-growing collection of combinatorial rules that are discovered the decomposition
universe, and we can depict them pictorially by pushing the graph/tree model just slightly
past its useful limit. In a proof tree, the children of a vertex are just the combinatorial sets
produced by one single strategy applied to the parent, but in the decomposition universe each
parent vertex may have several groups of children, each group coming from the application of
a different strategy.

Figure [/ shows an abstract decomposition universe that starts with the root combinatorial set

"Note that in the middle two cases, the two non-point cells do not separate into their own rows or columns.
These pictures only give a rough idea of the permutations involved, and should not be interpreted too literally.
Section@introduces a representation called a tiling that makes these ideas much more concrete.
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Figure 7: An abstract decomposition universe with seven combinatorial rules.

A. Suppose that some strategy S; decomposes A into 3 and C. In the figure, we use a triangular
node to group B and C together. Suppose then that some other strategy S, decomposes A
into D, £, and F, and that some third strategy S3 decomposes A into §. There may be other
strategies that do not apply to A at all, and it can be possible that some of the child sets are
actually the same set. After attempting to apply all of one’s strategies to A, the next step is
to try to apply them all to BB, perhaps producing some more child groupings as shown in the
figure, then apply all of them to C, then D, and so on. It is possible that there are sets to which
no strategies apply. Moreover, there may be verification strategies that apply to some of these
sets, which would correspond to a grouping of zero children, as can be seen with set £ in the
tigure.

A simpler and less pictorial but more mathematically manageable way to think of the decom-
position universe is simply as a large set of combinatorial rules. The universe shown in Figure[7]
corresponds to the set of rules (omitting the strategy names)

A« (B,C) A« (D,E,F) A~ (G) B« (H,I)
D« (J,K) €< () F — (M,N,0).

The goal, of course, is to find within the large decomposition universe a proof tree with A
as its root, or equivalently, to find within the large set of combinatorial rules a combinatorial
specification (recall, this means a set in which all of the symbols on a right-hand side appear
exactly once on a left-hand side) that involves A. It turns out that there is an efficient algorithm
to detect the presence of a combinatorial specification among a set of combinatorial rules, as
we discuss in the next subsection.

Once a combinatorial specification is detected, Combinatorial Exploration is complete, and that
specification can be used to determine whatever enumerative information is desired; Section E]
explores why a specification found by Combinatorial Exploration is guaranteed to contain suf-
ficient information to compute the counting sequences of the sets involved, and Section |5 ex-
plains how this is actually done.
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Because the framework of Combinatorial Exploration is domain-agnostic, it turns out to be an
exceptionally powerful algorithmic approach. Given any domain of combinatorial sets, e.g.,
permutation classes (Section [6), alternating sign matrices (Section [7), polyominoes (Section
and set partitions (Section[J), in order to apply the Combinatorial Exploration framework, one
only needs to

o decide how to effectively represent the combinatorial objects, and sets of these objects, as
a data structure,

¢ implement structural decomposition strategies that discover combinatorial rules,

o optionally tune internal parameters, e.g., how often various strategies are applied, in
which order, whether depth or breadth is preferred.

Section[10|provides more detailed information about the inner workings of our implementation
of Combinatorial Exploration.

3.5 Detecting a Proof Tree In a Decomposition Universe

The process of Combinatorial Exploration produces a large set U of combinatorial rules that we
call the decomposition universe and that we may picture as in Figure [/} While every rule in U
is a valid application of a strategy, not every rule is useful. Among the rules in U there may or
may not be a subset U’ that is a combinatorial specification involving the root of the universe
(the combinatorial set of interest). If so, and if we can find this subset, then Combinatorial
Exploration has successfully done its job, and every combinatorial set that is a part of U’ can be
enumerated ]

This raises the question of how a largeﬂ set U can be efficiently searched for a subset U’ that is a
combinatorial specification. Viewing the decomposition universe simply as a set of rules, rather
than as the graph-like structure in Figure [/} yields a fast and simple algorithm to accomplish
this.

The defining property of a combinatorial specification U’ is that every set appearing on the
right-hand side of a rule also appears on the left-hand side of exactly one rule. It follows that
any rule in U that contains a set on the right-hand side that does not appear on any left-hand
side cannot be contained in any combinatorial specification U’ < U. Algorithm I|below works
by repeatedly removing such rules from U. We prove in Theorem [3.1| that when the algorithm
terminates, the remaining set V has the property that every rule in V is in a combinatorial
specification within U—that is, V' is the union of all combinatorial specifications contained in
U. Moreover, if the initial combinatorial set A that we are trying to enumerate is one of the
left-hand sides in V, then there is at least one subset of U’ of V that is a combinatorial specifi-
cation for A. This combinatorial specification U’ is the successful output of the Combinatorial
Exploration process.

8This is true as long as the combinatorial specification has a unique solution, an issue we address in great detail
in Section
9In our applications, U has occasionally contained over a hundred million rules.

24



Algorithm 1 Combinatorial Specification Searcher

Input: A set of combinatorial rules U
Output: The union of all combinatorial specifications contained in U

changed < True
while changed do
changed < False
for A < (BW,...,BM) e Udo
if any B () is not on the left-hand side of any rule in U then
U—U~{AE(BO,... Bm)
changed «— True
end if
end for
: end while
Vel
: return V

D N A L T o e

O Gy

Theorem 3.1. For any set of combinatorial rules U, the set V returned by Algorithm [I)is equal
to the union of all combinatorial specifications that are contained in U.

Proof. Let U be a set of combinatorial rules and let T denote the union of all combinatorial
specifications contained in U. Let V be the set output by Algorithm [[jwhen U is given as input.
We will show that V = T.

To see that V < T, choose a combinatorial rule R; € V. We will show that there is a combinato-
rial specification U’ < V that contains R;, thereby ensuring Ry € T.

Start by defining U’ = {R;} and repeat the following steps. Pick a combinatorial set B that is on
the right-hand side of some rule R; in U’ but is not on any left-hand side. If no such set exists,
then U’ is a combinatorial specification, and we're finished. Otherwise, we now search for a
rule in V \ U’ that has B on its left-hand side. There must be some such rule, say Rs, because
otherwise Algorithm [I]jwould have removed R; from V. Add R3 to U’, and continue to repeat
these steps. Since U is finite, this process is guaranteed to finish in finitely many steps, and as
mentioned above, the resulting U’ must be a combinatorial specification. Therefore R; € T and
the inclusion V' < T is proved.

To see that T < V, let R € T be a combinatorial rule. Suppose that R ¢ V. This implies that
at some point in the execution of Algorithm |1, R was removed because there was a set on its
right-hand side that was not on the left-hand side of any remaining rule. Since R € T, there
exists a combinatorial specification U’ € U that contains R, and since R was removed, there
must have some rule (possibly R itself) that was the first rule in U’ removed by Algorithm
This is a contradiction, as every set on the right-hand side of that first-removed rule must still
have been on the left-hand side of some rule in U’ that had not yet been removed. O

The output of Algorithm [1] has now been proved to be the union of all combinatorial specifi-

cations in the universe U of rules. Typically, one wants to obtain just a single combinatorial
specification, and Algorithm[2]below describes precisely how to quickly extract from the union
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of all combinatorial specifications a random specification U’ involving the combinatorial set
of interest. Algorithm [2|is essentially the procedure used to show that V < T in the proof of
Theorem 3.} It is also possible to extract, e.g., the smallest specification involving a particular
set, but we do not know a fast way to do this.

Algorithm 2 Combinatorial Specification Extractor

1: Input: A set of combinatorial rules V output from Algorithm [Ijand a combinatorial set .A
on the left-hand side of some rule in V
Output: A combinatorial specification involving A

seen «— &
spec «— &
initialize queue
push A to queue
while queue do
pop A’ from queue

choose arbitrarily any one rule of the form A’ S (BW,...,BM)yev
spec « spec v {A' < (BD), .., Bm)}

seen < seen U { A’}

for Bin BY), ..., B do

14: if B not in seen then

15: push B to queue

16: end if

17: end for

18: end while

19: return spec

Y
XN 2 2

Our software to perform Combinatorial Exploration is available on GitHub. The main repos-
itory can be found at https://github.com/PermutaTriangle/comb_spec_searcher| [22] and a
second repository that implements Combinatorial Exploration for the domain of permutations
(see Section @) can be found at https://github.com/PermutaTriangle/Tilings| [21]. Despite
the simplicity behind the idea of Combinatorial Exploration, we have had to develop a number
of novel algorithms to produce an efficient implementation. Section[I0]briefly describes just a
few of the computational challenges that needed to be addressed.

4. PRODUCTIVE PROOF TREES AND COMBINATORIAL SPECIFICATIONS

Although combinatorial specifications have appeared often in the literature, there does not
seem to be any uniform treatment of the inconvenient fact that some combinatorial specifica-
tions convey no enumerative information—they cannot be used to count the number of objects
of size n in each combinatorial set. We call such a combinatorial specification trivial.
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Consider, for example, the combinatorial specification

&L (B,0)
& ({e),0)
& ({},B)

where ¢ is a combinatorial object of size 0, S; and Ss are any strategies identifying that |A,| =
|Bu| + |Cu| and |Cy| = |{}n| + |Bn|, and S, is a strategy identifying that

|Bn| = Z |{£}j||cnfj|'

j=0

Upon simplification, this system of recurrences becomes

|An| - |Bn| + |Cn|
1Bul = |Cul
Cul = |1Bul,

which of course cannot be used to calculate any terms in the counting sequences of the combi-
natorial sets.

Although triviality is obvious in this simple example, avoiding triviality becomes more delicate
as strategies become more intricate.

One might worry that in order to prove that a combinatorial specification is productive (that is,
non-trivial), it could be necessary to examine the global structure of its corresponding proof
tree. Surprisingly, this is not the case. In this section, we present a set of local conditions that
can be placed on strategies, and we call a strategy satisfying these a productive strategy. We then
prove that when each combinatorial rule in a specification is generated by a productive strategy,
the result is a productive combinatorial specification. We believe that this general result is, on
its own, a significant new contribution to the literature on combinatorial specifications.

4.1 Reliance Graphs

Suppose P is a proof tree whose root is the combinatorial set C. In order to compute the size
of C1p, we can imagine “asking” the root: “How many elements do you contain of size 10?”
Suppose that the children of C are B, ..., B(") derived by the strategy S, i.e., that there is a
combinatorial rule

c e (BW,. .., Bm).

In order for the root C to “answer” our question about the number of elements of size 10, the
information contained in the strategy S tells it to ask its children B ... BM™ for the number
of elements they each contain of particular sizes (according to the reliance profile function),
and how to combine those numbers to get the answer (according to the counting functions). To

be more explicit, suppose rs(10) = (rél) (10),..., rém) (10)). Then, our request for |C1g| leads to

requests for |B}1)| forje {0,..., rél) (10)}, |B}2)| forje {0,..., réz) (10)}, etc., and those quantities

are passed as input into cg (19), whose output is then |Cyo| as desired. Each request for |B]@| is
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Figure 8: Partial depictions of two reliance graphs.

handled recursively in the same manner—if |B]@ | has already been calculated then the answer

LV
is known; if there is a verification strategy Vp) and the corresponding rule B (i) 82 (), then

|B]@| is already known; otherwise, B! is decomposed via a strategy into its children, and the
recursion continues.

If this process terminates, then the root C is able to answer our question, and we are told the
number of elements in C of size 10. We aim to characterize when this process terminates, and
when it does not. In order to do so, we extend the notion of reliance profile functions from
strategies to specifications (and, equivalently, proof trees). The reliance graph R of a combinato-
rial specification C is an infinite directed graph defined as follows. For each combinatorial set

B, there is an infinite family of vertices {B,(f) : n € IN}. There is a directed edge from B](]il) to
B](.ziz) if B(2) is on the right-hand side of the rule whose left-hand side is B(1), and the reliance

profile function rg dictates that B](lil) relies on B](;Z), i.e., if B(2) is the /th element of dS(B(il)),
then jp < rég) (j1). Informally a directed edge from B}f]) to B ](;2) conveys that in order to find the

count |B](1l)| it is required to first calculate |B](;2) |.

We take this opportunity to examine a couple of examples, first looking once again at the spec-
ification for Av(132) on pageusing strategies Z, F, Vi, and Vyy; described in Subsection

The strategy Z applied to the root carries the reliance profile function n — (n,n), the strategy
F carries the reliance profile function n — (n —1,n — 1), while the other two strategies are
verification strategies and carry the reliance profile function #n — (). An abbreviated portion
of the reliance graph for this specification is shown on the left in Figure |8} In this graph, each
vertex C, is the source of a directed edge to each of {e}; and D; for i < n, each vertex D, is
the source of a directed edge to each of C; for i < n —1, and each vertex {¢}, is the source
of no directed edges (being the parent of a verification strategy). In an attempt to make the
graph more readable, we have drawn edges in gray whose reliance is not actually used in the
counting formulas, e.g., although |D; | is technically an input into the counting formula for |C,|,
it is not used as part of the computation in that counting formula.

On the other hand, the trivial combinatorial specification at the beginning of this section has
the reliance graph that is partially shown on the right in Figure 8} It is clear from this reliance
graph that the recursive enumeration procedure that we have described fails. When the vertex
B is asked for the number of its elements of size 2, it poses the same question to C, which in
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turns poses the same question to B, ad infinitum.

The characteristic of a reliance graph that determines whether our recursive enumeration pro-
cedure is effective is the absence or presence of infinite directed walks; the reliance graph on
the right in Figurepossesses infinite walks (e.g., Ay — By — Cy — By — Cy — ---), while the
reliance graph on the left does not. In this subsection, we prove that if the reliance graph of a
combinatorial specification has no infinite walks, then the combinatorial specification uniquely
determines the counting sequences of all sets involved.

We start by discussing what it means for a combinatorial specification to uniquely determine
its counting sequences. For each combinatorial rule A E (B(l), e, B(’”)) and each n € N we
can obtain a symbolic equation relating |.4,| with the various quantities |B]@| dictated by the
reliance profile function of S. It is convenient here to take the “combinatorial specification”
perspective instead of the “proof tree” perspective. Let P be a combinatorial specification in-
volving N combinatorial sets B M, ..., BN). This implies that there are N combinatorial rules:

B St (B(il,l), B(il,z), o, B(il,ml))

@ S (glia) gliza) (i2ny)
B (Bl21), Bliz2) | Bliam;))

BIN) SN (BUinD), Blina) - Bl )y,

To each of these rules we associate an infinite sequence of equations, one for each n € NN,
derived from the corresponding counting function:

| (1) 7 G1) G0 Cimg) -y i) Cimy)
br(zj):CSj'(”) (bo”/b1/11---rbr<;)1(n)>"”' boj ]’blj ]f""b(i"ﬂ] '
S rsj (n)

For example, the strategy Z from Example when producing a combinatorial rule B() <
(B®?), B®)) produces symbolic equations

) =b? + 6, bV = 1o, b =P b,

The strategy F from Example when producing a combinatorial rule B() £ (B, B0)
produces symbolic equations

BV =0, bV =P, bV =56l + 66,

For a verification strategy, the right-hand sides of the symbolic equations are just constants.
For instance, the verification strategy V; used in the combinatorial specification for Av(132)
produces symbolic equations

Hebol =1, Hehl =0, [{e}a] =0,

We are now ready to state an important definition that will be the focus of the remainder of this
section.
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Definition 4.1. A proof tree involving N combinatorial sets and its corresponding combinato-
rial specification are called productive if the infinite system of equations produced by the count-

. . . . N
ing functions has a unique solution in (CN)".

Productivity is clearly the property that one wants a combinatorial specification to possess, oth-
erwise the specification may not be useful. The following theorem shows that the productivity
of a specification can be checked by examining its reliance graph.

Theorem 4.1. Let P be a proof tree (or the corresponding specification) involving combinatorial
sets B (1), B (2), ..., B (N) and whose reliance graph contains no infinite directed walks. Let 8(P)
be the system of equations in the indeterminates {b]@ : je N, 1 <i < N}. There exists a
unique solution to the system

((B50,0), (B8, ), (B, 5,) ) e (V)
In other words, P is a productive proof tree.

Proof. By construction, one solution to the system 8(P) is the one which enumerates the com-
binatorial sets in the proof tree. We call this solution

b= ((5(()1)’551)/”) ) @(()2)/552)/‘_) . (5(()1\1)/551\1)/“.)) .

Suppose there were a different solution
T (0,80,.), (A2,82,...) ..o, (A0,E,..))

Let R be the reliance graph of P. For any vertex v in R, define rank(v) to be the length of the
longest walk in R that starts at v.

We claim that rank(v) exists and is finite. To justify this, we must rule out the possibility that
there are infinitely many walks that start at v with lengths that are arbitrarily large, but finite.
The outdegree of any vertex in a reliance graph is finite, and so if there were infinitely many
walks that started at v1, then there would be at least one child of vy, say v, from which infinitely
many walks started. Carrying on in this way, we can form a walk vy,v,v3,..., which has
infinite length, contradicting our assumption that R has no infinite walks. Therefore, finitely
many walks start from v, and thus rank(v) is finite.

(i) (i)

Note that each indeterminate b ]-i corresponds to one vertex in R, namely the one labeled B ]-i .
The vertices that are leaves in the reliance graph are precisely those for which B() is on the

left-hand side of a verification rule, and the corresponding equation in 8(P) with p\"

;- on the

left-hand side has as its right-hand side an explicit natural number.

where the solu-

Now we consider the two distinct solutions b and d. Among all pairs E]@, o?;i)
tions differ (that is, Ejm # J;i)), choose one pair 5}1), 5751) that is minimal with respect to the rank

of the corresponding vertex in R (the one labeled B}I)). That minimal rank is guaranteed to be
at least one, because the rank zero vertices are leaves, and by the discussion above it is clear

that the solutions b and d must agree at all indeterminates corresponding to leaves.
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There is a single equation in 8§(P) with b}l) on the left-hand side. The right-hand side involves

some nonempty set of variables of the form bi(j ) (we will call these variables the children of

by ) for the moment). The vertices in R that are labeled by these children (the child vertices)

are precisely the ones at the other end of all outgoing edges from the vertex labeled B}I), and

therefore the rank of each child vertex must be strictly less than the rank of their parent vertex

(n
B,

By our minimality assumption, it follows that the solutions band d agree for each of the child
(

variables. But this cannot be, since E]I) and 6751) are each computed from the values of these

child indeterminates in the same manner, and thus this would imply E}I) = 07}1). O

4.2 Productive Strategies

We have just proved that any specification whose reliance graph contains no infinite directed
walks is productive; that is, it contains sufficient information to uniquely determine the count-
ing sequences of all of its combinatorial sets. It is natural to now ask how one can determine
when the reliance graph of a specification contains no infinite directed walks.

Given any particular concrete combinatorial specification, it can surely be determined by hand
(though perhaps with great effort for large specifications) whether the reliance graph contains
infinite directed walks. However, in order for Combinatorial Exploration to be effective, we
want to be certain ahead of time that any specification produced will be productive. This is not
just to avoid the need to check an output specification, but also because the efficient method
we described in Section [3.5|is not capable of simply “ignoring” an unproductive specification
and continuing to search for a productive one.

It is perhaps surprising that it is possible to place local restrictions on individual strategies that
then guarantee that any specification that employs only those strategies is itself productive. To
accomplish this, we introduce the concept of a productive strategy.

Definition 4.2. We call an m-ary strategy S a productive strategy if the following two conditions
hold for all combinatorial sets A with corresponding decomposition ds(A) = (BW, ..., BM),
and forallie {1,...,m}.

1. For all N € N, if Ay relies on B(i), then j < N.

2. If Ay relies on BI(\? for some N € N, then
(@) | Ay = |By(li)| forall n e N, and

(b) |Ag| > |B§i)| for some ¢ € IN.
As before, we use the phrase “ A, relies on B}i) ” or the diagram A, — B ]@ as a simplified way
of stating the formal information contained in the reliance profile function of S, namely that

o 0)

j<rg (n).

In other words, each reliance either moves from a larger object size to a smaller object size
(N > j), in which case |B](Z)| can be smaller, larger, or the same size as |.Ay/|, or stays at the same
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size of object (N = j), in which case the child set cannot be larger than the parent at any size,
and must actually be properly smaller for at least one size.

Although these conditions may at first seem restrictive, it turns out that they are satisfied by
many natural strategies. We now prove that the reliance graph of any proof tree that is com-
posed entirely of productive strategies has no infinite directed walks.

Theorem 4.2. Let P be a proof tree, or the equivalent combinatorial specification, composed
entirely of rules derived from productive strategies. Then the reliance graph of P has no infinite
directed walks.

Proof. Let R be the reliance graph of P. Suppose toward a contradiction that there is an infi-
nite walk W. The set of vertices involved in W is finite—indeed, the only vertices that can be
involved in a walk W that starts at vertex A, are those of the form D; where D is any combi-
natorial set involved in P and j < £. As W is an infinite walk but involves only a finite set of
vertices, W must contain a cycle

AN—>51(\,11)—>51(\[22)—>"-—>51(\;Z)—>AN.

Condition 1 further implies that the sizes of objects involved in this cycle are all the same, i.e.,
N =N; = N, =--- = Ny. Hence,

AN—>51(\})—>51(\,2)—>---—>51(\,H1)—>«4N.

Since we cannot have Ay — Ay (this would fail Condition 2(b)), we must have m > 1.
It now follows from Condition 2(a) that

Al = 1602 167 = - = 160 = | Al
and thus . ,

Al = 6] = &) = - = & = 1Al

for all n € N. As a result A is equinumerous to £, contradicting Condition 2(b). O

Combining Theorems 4.1 and [4.2) gives the following key result.

Theorem 4.3. Let P be a proof tree, or the equivalent combinatorial specification, composed
entirely of rules derived from productive strategies. Then P is productive, i.e., the infinite
system of equations derived from its counting functions has a unique solution.

Furthermore, the discussion at the beginning of Section demonstrates how the unique
counting sequences for a productive specification can actually be computed.

4.3 Equivalence Strategies

The formalization of productive strategies and proof trees has one significant deficiency. An
equivalence strategy is any 1l-ary strategy that identifies that two combinatorial sets are equinu-
merous. More precisely, S is an equivalence strategy if whenever ds(.A) = B, we have | 4,| =
|B,,| for all n. The reliance profile function for any equivalence strategy can be assumed to be

rs(n) = (n).
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The following sections demonstrate that equivalence strategies are powerful tools for identi-
tying structural decompositions of combinatorial sets, yet according to our definition they are
clearly not productive strategies—they always fail Condition 2 of [4.2]

It is easy to see why equivalence strategies lead to non-productive proof trees. Suppose some
equivalence strategy S produces the rule A £ B and some other equivalence strategy T pro-

duces the rule B <~ A. These two rules together form a combinatorial specification (because
every set on a right-hand side appears exactly once on a left-hand side), although all we can
conclude is that |A4,| = |By|. There is not sufficient information to compute the counting se-
quence for either A or B.

One possible solution to this issue is to ensure that whenever a rule of the form A &£ B for
an equivalence strategy S exists in a proof tree, no rule B < A is permitted. This is imprac-
tical for several reasons. First, while Combinatorial Exploration is expanding the universe of
combinatorial rules, it is not clear which direction of a rule will prove to be more useful when
searching for a proof tree. More importantly, significant power is lost by ignoring that the sets
are equinumerous and thus that their counting sequences can be substituted for each other as
needed.

There is another solution that is simpler and yet preserves all information provided by the
equivalence strategies. Up to this point, we have defined a combinatorial rule in a specification
(equivalently, a parent-children relationship in a proof tree) to be of the form

AE(BY, ..., Bm),

where A and the B() are combinatorial sets. To generalize this, we sort all combinatorial sets
involved into equivalence classes in the following way. First, we say that A is related to B if

A = B or if there is an equivalence strategy S that either produces the rule A & Bor the rule

B & A. Then we take the transitive closure of this relation to form the equivalence relation R.
Two combinatorial sets in the same equivalence class of R are guaranteed to be equinumerous,
but it is not necessarily true that any two equinumerous combinatorial sets are in the same
equivalence class.

To mitigate the productivity issue caused by equivalence strategies, we henceforth consider the
vertices of a proof tree to represent not combinatorial sets, but equivalence classes of combi-
natorial sets from 93 Equivalently, the symbols on the left- and right-hand sides of combina-
torial rules do not represent combinatorial sets, but equivalence classes of combinatorial sets.
The combinatorial rules produced by equivalence strategies themselves are not added to the
ever-growing set of combinatorial rules, since they are not productive.

Often the identification of two sets as equinumerous can lead to the discovery of proof trees
much smaller than might otherwise be found. Many specific examples are seen in later sec-
tions, but we give a generic example here. Suppose that while in the process of Combinatorial
Exploration we have produced the following rules (in which the symbols on each side are still

19An important feature of the Combinatorial Exploration framework is that as strategies are repeatedly applied,
we may continue to add new sets to equivalence classes or merge two existing equivalence classes together.
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single combinatorial sets):

A& (B,0)
BE ()
D& (C)
D < (A,B)
where S and T are productive strategies, Vj is a verification strategy, and E is an equivalence

strategy. This set of rules does not contain a combinatorial specification, let alone a productive
one.

However, when grouping the combinatorial sets into equivalence classes as described above,
we obtain the productive combinatorial specification

(A} & (1B}, {C, D})

(B} < ()
{C, D} & ({A},{B}).

5. TRANSFER TOOLS

Finding a combinatorial specification for a set is often an intermediate step in the quest to fully
understand the set. This brief section outlines several ways in which a combinatorial specifi-
cation can be transferred into other products including polynomial-time counting algorithms,
systems of equations for the generating function, and uniform random sampling routines.

5.1 Polynomial-Time Counting Algorithms

A polynomial-time counting algorithm for a combinatorial set A is a routine that can calculate
|A,| in polynomially-many (in #) arithmetic operations. Which operations are included in this
definition can vary according to one’s preferences or needs; here we choose addition, subtrac-
tion, multiplication, and division. Brute force computation of |.A,| takes exponential time or
more in many applications, but often possession of a combinatorial specification enables fast
computation of many terms in the counting sequence.

A combinatorial strategy S is called a polynomial-time strategy if, for all n € IN, computing the
output of the counting function cg (,,) requires only polynomially-many (in 1) arithmetic oper-
ations. All strategies discussed in this article are polynomial-time strategies.

If C is a combinatorial specification made up entirely of productive polynomial-time strategies,
then the routine discussed in Section 4.1 for computing terms in the counting sequence of any
set involved in C takes only polynomially-many arithmetic operations.

5.2 Generating Functions

Possession of a combinatorial specification also often allows one to write down a system of
equations satisfied by the generating functions of each of the combinatorial sets involved.
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These systems can then sometimes be solved to yield the generating function for the specific
set of interest.

To produce such a system of equations, one must associate to each strategy S used a function gs
that describes how the generating functions of each input set can be combined to produce the
generating function of the output set. For example, suppose S is a strategy with decomposition
function ds(A) = (BW,B?)) and counting functions a,, = bV + b, then we can assign
¢5(B1, B2) = By + Bo. Now, if A(x), B (x), and B(?) (x) are the generating functions of A, B,
and B®?), then we have the equality

Ax) = gs(BY (x), B (x)).

n
Another common example is a binary strategy S with counting function a, = Z bl((l)br(i)k,
k=0

which corresponds to the equation gs(B1, B2) = B1B;.

If V is a verification strategy, then we consider gy to simply have no inputs, while the output
is the generating function for any combinatorial set that V verifies (recall that for a fixed ver-
ification strategy V, all sets to which it applies must, by definition, have the same counting
sequence).

In this introductory work, many of the strategies we describe lead to generating function equa-
tions that are either sums, products, or explicit generating functions. The reader should not
get the impression that this is a limitation of the Combinatorial Exploration framework. It is
simply a result of the fact that we have chosen to defer the introduction of more complicated
strategies, and a multivariate generalization of the entire framework, to future work.

Still, we cannot resist showing a morsel here. It is often desirable to consider combinatorial
sets indexed not just by size n, but by some additional statistic k. For example, A, ; could
be the set of binary words of length n that contain exactly k occurrences of the symbol 1. In
many cases, these additional statistics are actually required in order to find a specification at
all. Accordingly, the whole theory of strategies (particularly, their reliance profile functions
and counting functions), the concepts of reliance graphs and productivity, and the transfer
tools described in this section all require suitable generalization. The result is that systems of
equations now involve multiple variables in complicated ways, with equations such as

yB(x,y) ~ B(x,1)
y—1

Alxy) =

and
C(x,w,y,z) =D (x, %,w) ,

leading to systems that either require advanced methods to solve (e.g., extensions of the ideas
of Bousquet-Mélou and Jehanne [44]) or that we do not know how to solve at all!

5.3 Random Sampling

It is computationally difficult in general to sample an object of size n from a combinatorial
set A uniformly at random because the brute force method of doing so requires computing
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A, explicitly. However, the reader will not be surprised that having a combinatorial specifi-
cation involving the set A often leads to random sampling routines that can be performed in
polynomial time. Although our implementation of Combinatorial Exploration [22] is already
capable of performing random sampling, we defer the details, including which properties that
strategies in a specification must have for this to be possible, to a later article.

Figure[9|demonstrates this ability by showing heatmaps for all classes up to symmetry defined
by avoiding two patterns of length 4 (except for Av(1234,4321), which contains a finite number
of permutations), and three of the seven symmetry classes defined by avoiding one pattern of
length 4. Each heatmap is formed by sampling one million permutations of length 300 uni-
formly at random from the class and forming a picture 300 pixels wide and tall such that the
darkness of the pixel at location (i, ) corresponds to how many of the one million sampled
permutations have an entry at index i and value j (i.e., 7(i) = j). Lighter pixels indicated fewer
such entries, and darker, more. Higher resolution pictures can be viewed on the pages for each
corresponding class on the PermPAL website [6].

Less formally, these pictures can be thought of as taking the one million sampled permutations,
forming their plots as described in Section [2, making them mostly transparent, and stacking
them on top of each other. In this way, a heatmap conveys information about what permu-
tations in a particular class tend to “look like”. This concept has been studied much more
formally by Miner and Pak [119], Hoffman, Rizzolo, and Slivken [89], and many others.

6. APPLYING COMBINATORIAL EXPLORATION TO PERMUTATION PATTERNS

This and the several following sections demonstrate the potency of Combinatorial Exploration
by applying it to a number of popular combinatorial objects. For each new domain to which
Combinatorial Exploration is to be applied we must do the following.

1. Provide a representation of combinatorial sets in this domain.

2. Invent strategies that decompose (some of the) combinatorial sets into other combinato-
rial sets.

3. Prove the productivity of any non-equivalence strategy.

As will become clear over the next few sections, there are choices to be made in the first two
steps that may determine the efficacy of Combinatorial Exploration. Consider for example the
combinatorial domain explored in this section, pattern-avoiding permutation classes (see Sec-
tion 2] for the relevant definitions). Before describing strategies that decompose combinatorial
sets, we must decide what the objects in the combinatorial sets actually are. The most obvious
choice is that the objects should be precisely the things we are counting: permutations. It turns
out that such a simple structure does not lend itself to discovering or describing decomposition
strategies.

Taking some inspiration from the literature, we will define gridded permutations below as a gen-
eralization of permutations with a geometric flavor. Our representations of the combinatorial
domains in later sections also have a geometric bent. This is certainly not a requirement to em-
ploy Combinatorial Exploration, but it is our hope that these sections convey how a geometric
structure often leads to effective decomposition strategies that are easier to describe. The task
of making and implementing design decisions such as choosing representations for objects and
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devising structural strategies is the portion of using Combinatorial Exploration where knowl-
edge and experience in the given domain is critical. Once this task is done, one can sit back
and allow Combinatorial Exploration to enumerate combinatorial sets fully rigorously and au-
tomatically.

Of the combinatorial domains explored in this article, we have spent by far the most time with
permutation patterns. While this section demonstrates the depth of success that Combinato-
rial Exploration can bring, the succeeding sections display its corresponding breadth, offering
samples of representations of the combinatorial objects and a few examples of strategies and
resulting proof trees, sometimes derived by hand. We expect that experts in those combina-
torial domains may have a better sense of effective object representations and decomposition
strategies than we have given here, and the “plug-and-play” structure of our software enables
researchers to easily implement new domains, new representations, and new strategies.

As discussed in Section Combinatorial Exploration has been a successful tool for the enu-
meration of permutation classes. In this section, we will outline in more detail many of the
particular strategies that have been used for this success.

6.1 Gridded permutations

Murphy and Vatter [121] introduced the notion of grid classes as a means of defining one per-
mutation class as a geometric combination of others. We omit their definition here because we
will use a new variation with a small but crucial change.

We have found that when working with geometric descriptions of sets of permutations, it is
easier and vastly more effective to endow them with an additional geometric structure that we
call a gridding. Extending this notion, we work with gridded classes instead of the grid classes
of Murphy and Vatter (which from our viewpoint may be more appropriate to call griddable
classes), and we will later define a combinatorial object called a tiling that implicitly defines a
set of gridded permutations.

A gridded permutation of size n is a pair (7, P), where 7 is a permutation of length 7 called the
underlying permutation and P = (c1, ..., ¢y) for ¢; € N x IN is the tuple of positions. The positions
represent a placement of 7t onto the positive quadrant of R? where the point corresponding to
(i, t(i)) with ¢; = (x,y) has been drawn in the square [x,x + 1) x [y, +1). For example,
Figure|10|depicts a gridded permutation of size 9.

Not every pair (7, P) is a valid gridded permutation, as the position tuple may not be consistent
with the permutation. For example, (21, ((0,0),(1,1))) is not a valid gridded permutation—
there is no way to place one entry in the region [0,1) x [0,1) and another entry in the region
[1,2) x [1,2) such that the two entries form a 21 pattern.

A pair (7, P) forms a valid gridded permutation when the relative positions of the entries in 7t
are consistent with the relative positions of the cells in P. More formally, letting |77| = nand P =
(c1,...,cn) with ¢; = (x4,y;), the pair (7, P) forms a gridded permutation if x; < x < --- < xy
and Y-1(1) S Yp-1(2) S 0 < Yn-i(n)-

When all of the entries of a gridded permutation have the same position ¢, we abbreviate our
notation by writing (7, ¢) instead of (7, (c,c,...,c)). In this case we say the gridded permuta-
tion is localized in cell c.
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Figure 10: The gridded permutation (284376915, ((0,0),(0,3),(1,1),(1,1),(2,3),(2,2),(3,4),
(3,0),(4,2))). For example, the entry 9, which occurs at index 7 in the permutation, lies in
the unit cell whose lower left corner has coordinates (3, 4), reflected by the fact that (3,4) is the
seventh cell in the tuple of cell positions.

Let G denote the set of all gridded permutations. The set G is inconvenient from a combinatorial
perspective as, for example, it contains an infinite number of gridded permutations of size 1,
and so we further define the refinements G**) to be the set of gridded permutations whose
positions all lie within the rectangle [0, ) x [0, u). Informally, G(*) is the set of those gridded
permutations that can be drawn on a grid with width ¢ (i.e., t columns) and height u (i.e., u

rows). Let Qr(,t’u) denote the set of gridded permutations in G(**) with size n. We can determine

|Q,St’”)| by considering where the horizontal and vertical grid lines can pass between the points
of each permutation of length n. One finds that the total number is

al t+n—-1 u+n-—1
\ot—1 u—1 )

In particular, the finiteness of |Q,St’”)| implies that G(**) is a combinatorial set.

The notion of pattern containment in permutations extends naturally to the realm of grid-
ded permutations by requiring the entries of the smaller permutation to lie in precisely the
same cells in the larger permutation. Formally, we say that the size n gridded permutation
g = (m,(c1,...,¢n)) contains the size k gridded permutation h = (o, (dy,...,dy)) if there is
a subsequence 7t(i1)7(iz) - - - 77 (ix) of 7 whose standardization is equal to ¢ and ¢;, = d; for
1 < j < k. Note that the cells of & are required to be actually equal to the cells of ¢ where &
occurs; there is no standardization of cells. We often use the term pattern colloquially to refer to
the smaller permutations whose containment is under consideration. We call the subsequence
(i1,...,i) an occurrence of h in the gridded permutation g. If ¢ does not contain & we say it
avoids h. Figure|11/shows a gridded permutation that contains two occurrences of the pattern
(231,((0,0),(1,1),(3,0))) and avoids the pattern (231, ((1,3),(3,4), (4,2))).

Extending the notion of containment to sets of patterns, we say a gridded permutation g avoids
a set of gridded patterns O if it avoids every gridded pattern in O and we define Av(O) to be
the set of gridded permutations that avoid O. On the other hand, we say a gridded permutation
contains a set of gridded patterns R if it does not avoid R. Note that this means g contains R
if it contains at least one pattern in R; ¢ need not contain all patterns in R. The set of gridded

permutations containing R is denoted Co(R)

1 This definition of containment may seem odd at first, but its purpose will become clear in the following sub-
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Figure 11: The gridded permutation from Figure 10| (left) contains two occurrences of the grid-
ded pattern (231, ((0,0), (1,1),(3,0))) (center), but avoids (231, ((1,3), (3,4), (4,2))) (right).

6.2 Tilings

Rather than working with arbitrary combinatorial sets of gridded permutations, we restrict
ourselves to those with a certain kind of structure that we now explain. In doing so, we are
able to devise novel and efficient algorithms for manipulating these sets that exploit this struc-
ture. We start by defining a new combinatorial object that represents structured sets of gridded
permutations.

Definition 6.1. A tiling is a triple T = ((t,u), O, R) where t and u are integers, O is a set of
gridded permutations that we call obstructions and R = {R1,Ra,..., Ry} is a set of sets of
gridded permutations that we call requirements.

A tiling T represents the combinatorial set of gridded permutations ¢ € G(#*) such that g avoids
O and g contains each R; for 1 < i < k. We call this set Grid(7). In other words, Grid(7) is
the set gridded permutations in the region [0, ¢) x [0, #) that avoid all of the patterns in O and
contain at least one of the patterns in each R;. We call the individual gridded permutations in
each R; requirements and we call each set R; a requirement list.

An interval of a poset P is a set I with the property that for all a,c € Iand b € P,ifa < b <
¢, then b € I. The following proposition shows that the sets of gridded permutations that
are represented by tilings are precisely intervals in the poset of gridded permutations when
restricting to tilings of a fixed dimension. We see this as justification that tilings are a natural

structure to use for Combinatorial Exploration.

Theorem 6.1. Fix positive integers t and u, and let H be a set of gridded permutations in G(#*),
The following are equivalent:

1. The set H is an interval in the poset of gridded permutations G(*).

2. There exists a tiling 7 such that Grid(7) = H.

Proof. To show that Condition 1 implies Condition 2 we construct the tiling 7. Let O be the
subset of gridded permutations in G(**) that are not contained in any gridded permutation in
‘H. These will be the obstructions of 7T; this set may be infinite, which is not a problem. The
requirements will be a single requirement list containing every gridded permutation in #, i.e.,

section, as will our use of the letters O and R, which will come to represent what we call “obstructions” and
“requirements” respectively.
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R = {H}. Now define T = ((t,u), O, R). It remains to show that Grid(7") = H.

Let ¢ € Grid(7). By the definition of 7, g contains at least one permutation in ‘H and avoids
every obstruction in 0. Assume toward a contradiction that ¢ ¢ H. Because H is an interval, g
is not contained in any permutation in H. Thus by construction, g € O. This is a contradiction
thus ¢ must be in H. Conversely, consider a permutation g € H. This satisfies the requirements
of T by the definition of R = {#}. Moreover, O was defined to be the set of permutations that
are not contained in any permutation in #, and so g does not contain any permutation in O.
Thus g € Grid(7), confirming that Condition 1 implies Condition 2.

To show that Condition 2 implies Condition 1, let 7 = ((t,u), O, R) be a tiling and define
H = Grid (7). With the aim of showing that # is an interval, suppose thata,ce H,be G (tu)
and a < b < c. Since c € H, we know that ¢ does not contain any obstruction in O, and as
b < ¢ the same must be true for b. Moreover 2 must contain at least one gridded permutation
from each requirement list in R, and as b > a the same must be true for b. Since b avoids all of
the obstructions of 7 and satisfies all of the requirements, we conclude b € Grid(7) = H and
therefore H is an interval. O

Henceforth, all tilings used in this paper have the property that each requirement list R; con-
tains only finitely many gridded permutations. Under this assumption, one useful property
of the tiling representation is that for a tiling 7, it can be determined in finite time whether
Grid(7) is empty. This is algorithmically useful, as later parts of this section will demonstrate.

Theorem 6.2. Consider a tiling 7 = ((t,u), O, R) where R = {R4,..., Ri}. Let {; be the size
of the largest gridded permutation in R; and define L = ¢; + - - - + ¢;. If Grid(7) is nonempty,
then it contains a gridded permutation whose size is at most L.

Proof. Suppose Grid(7) is nonempty and let 7t € Grid (7). Since 7t satisfies all of the require-
ments in 7, there exist gridded permutations 01 € Ry, ..., 0y € Ry such that 7 contains each o;.
Choose one particular occurrence of each ¢, let I; be the indices of 7t where this occurrence is
located, and let I = I U - - - U I;. By design |I| < L.

Consider the subpermutation T of 71 formed just from the entries at the indices of I. The per-
mutation T avoids all of the obstructions in O and satisfies all of the requirements in R, and
therefore T € Grid(7") and has size at most L. O

This theorem implies that to check whether Grid(7") is empty, one only needs to check whether
each gridded permutation in G(**) of size at most L avoids the obstructions and contains the
requirements. While this can be done in finite time, it is still slower than desirable. In practice,
we have made several significant optimizations to speed up this algorithm, but we will not go
into detail here.

Given any (ungridded) permutation class Av(B), define the tiling Tav(p) to be the 1 x 1 tiling
with obstructions mimicking the basis elements B and no requirements:

Tave) = ((1L,1),{(B,(0,0)) : p € B}, {}).

Since the map 7 — (7, (0,0)) from Av(B) to Grid(7ay(p)) is a size-preserving bijection, we can
enumerate Av(B) by applying Combinatorial Exploration to the set Grid(7ay(p)). The strate-
gies we describe in the remainder of this section are designed to be applied to sets of gridded
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Figure 12: On the left, a tiling with all obstructions and requirements depicted. On the right,
the same tiling shown using visual shortcuts.

permutations coming from tilings, that is, sets G such that G = Grid(7) for some tiling 7.
The result is that we can define the decomposition function of a strategy as a function whose
input is a tiling 7 and whose output is a sequence of tilings (7 (1), ..., 7 ™), even though the

decomposition function really acts on the corresponding sets of gridded permutations.

In order to explain the strategies we use for gridded permutations, we make liberal use of
tigures to depict tilings graphically. The entries of gridded permutations are drawn as points,
and those points are connected by lines so it is clear which points belong to which gridded
permutations. To maximize visual distinction, obstructions are drawn in red, with solid lines
and solid round points, while requirements are drawn in blue, with dotted lines and hollow
square points. Since the requirements of a tiling consist of a set of sets of gridded permutations
{R1, ..., Rx}—astructure that is hard to convey visually—we typically only draw tilings when
each R; has size 1. Thus, in this article, whenever a tiling shows two requirements r; and r;,
for example, this should be interpreted as {{r1}, {r2}} (two requirement lists of length one), not
{{r1,12}} (one requirement list of length two), i.e., all gridded permutations that can be drawn
on the tiling must contain both r1 and r».

Consider, for example, the tiling 7 = ((3,2), O, R) wherd]

0 ={(1,(0,1)),(1,(1,0)),(1,(21)),(12,(1,1)), (21, (1, 1)),
(132,(0,0)), (132, (2,0)), (123, ((0,0), (2,0), (2,0)))

and

R ={(1,(1,1)}{(21,(0,0))}}
depicted on the left-hand side of Figure The gridded permutations in Grid(7") are those
contained in G(3?) that:

- have no entries in the cells (0,1), (1,0) and (2,1),

— have exactly one entry in the cell (1,1),

— have two entries in cell (0,0) that form a 21 pattern,

— avoid the pattern 132 fully within cell (0, 0) or fully within cell (2,0), and

— avoid a 123 pattern with the first entry in cell (0,0) and the second two entries in cell
(2,0).

A cell is called empty if it contains the obstruction of length 1, and nonempty otherwise. It is
so common to have cells that are empty or required to contain exactly one entry that we have

12Recall that when the entries of a gridded permutation all lie in the same cell ¢, we write (7,c) instead of
(T, (c,c,...,c)).
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Figure 13: The two visual shortcuts that we use to make pictures of tilings more legible.

visual shortcuts for these two cases: cells that are required to be empty are drawn without
the single-point obstruction, while cells required to contain exactly one entry are drawn with a
solid, larger black circle. Figure[I3|shows these two visual shortcuts. The tiling on the left-hand
side of Figure [12|is thus simplified to the tiling on the right-hand side.

6.3 Descriptions of Six Strategies

To enumerate the (ungridded) permutation class Av(B), we start with the combinatorial set
Tav(p) defined in the previous subsection and apply strategies that specifically decompose sets

of gridded permutations of the form Grid(7) for a tiling 77|

In this subsection we give intuitive, graphical descriptions of six fundamental strategies, saving
the details and the proofs of their productivity for Subsection The reader who chooses to
skip Subsection [6.5| should still have a fairly complete understanding of these six strategies.
There are many more strategies that can be efficaciously applied to the study of permutation
patterns whose description we defer to a future work whose sole focus is on Combinatorial
Exploration in the realm of permutation patterns.

In contrast to many algorithms that work by directly manipulating sets of permutations, like
the enumeration schemes of Zeilberger [139] and the insertion encoding of Vatter [135], we
can apply the strategies defined in this section by simply manipulating the tilings themselves,
without the need to actually generate large sets of permutations. This is a major benefit of using
tilings to represent sets of gridded permutations.

The six strategies we now introduce are, in order: requirement insertion, obstruction/requirement
simplification, point placement, row and column separation, factorization, and obstruction in-
ferral. The second, third, fourth, and sixth of these strategies are equivalence strategies; to
prove their correctness in Subsection |6.5 we describe a size-preserving bijection between the
input and output combinatorial sets. The first and fifth of these strategies are not equivalence
strategies and we prove their productivity as outlined in Section 4|

We will consider the enumeration of C = Av(1243,1342,2143) as a running example. A full
proof tree for C is shown in Figure 24| on page The root of the tree is 7o = 77 and each
strategy used in the tree will be described in the remainder of this section.

6.3.1 Requirement Insertion

The strategy “size-0-or-not” in Example[3.2]used the fact that every gridded permutation either
has size 0, or not, to decompose a combinatorial set A into a pair dz(A) = (B,C) where B
contains those elements with size 0 and C contains all others. This can be reformulated as

13 As a result, all of our strategies implicitly have decomposition functions that output DNA when the input set is
not a combinatorial set of this form.
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Figure 14: The top portion of the proof tree for Av(1243,1342,2143) shown in full in Figure
on page The requirement (1, (0,0)) is inserted into 77, and the requirement (12, (0,0)) is
inserted into 73. Note that the point requirement from 73 has not been shown on 75 because it
is redundant.

follows: every gridded permutation 7 either contains a gridded permutation of size 1 (and
thus |7r| > 1) or avoids all gridded permutations of size 1 (and thus has size 0).

This idea can be easily generalized from containing or avoiding gridded permutations of size
1 to containing or avoiding any set H of gridded permutations. Two applications of this strat-
egy are seen in Figure (14} which shows the top portion of the full proof tree in Figure 24| that
is serving as our running example. We start with the tiling 7; and decompose it into the dis-
joint union of the tiling 7>, which avoids the gridded pattern (1, (0,0)), and the tiling 73 which
contains this gridded pattern. The same strategy is then applied to 73 with the gridded pat-
tern (12,(0,0)). Note that 75 shows only the requirement (12, (0,0)), and not the previous
requirement (1, (0,0)). This is because the new larger requirement makes the smaller require-
ment redundant, and so we have quietly removed it. We discuss this strategy in more detail in

Subsection

The tilings 7> and 7 are subject to verification strategies that we discuss in Subsection[6.4] That
leaves the tiling 75, containing those permutations in 7; that are not strictly decreasing, as the
only unexplored tiling so far.

More formally, let H be a set of gridded patterns and 7 = ((t,u), O, R) a tiling. We define two
tilings
insp(H,T) = ((t,u),OUH,R), insg(H,T)=((t,u),O,Ru{H}).

In the first one we have added all the gridded patterns in H as obstructions, and in the second
one we have added H as one of the requirement lists, so every permutation in Grid(insg (H, 7))
contains at least one gridded pattern in H. Clearly Grid(7) is equal to the disjoint union
Grid(insp(H, T)) u Grid(insg (H, 7)). When H = {h} we drop the brackets and instead write
insp(h, T) and insg (h, T).

We now give the actual definition of the strategy. Given any set of gridded permutations H,
the strategy ReqInsy; is defined as followﬁ

14Recall that we describe strategies by their action on tilings even though they actually act on combinatorial sets

44



— If T is a tiling with dimensions t x u and H < Gt and both sets
insp(H, T) and insg(H,T)

are nonempty, then dreqrns,, (7) = (insp(H, T),insg(H, T)). Otherwise deqins, (T) =
DNA.

— The reliance profile function is reqrns;, (1) = (1, 1).
— The counting functions are cgeqrnsy,, (1) ((ag,...,an),(bo,...,by)) = an+ by.

Requirement Insertion is an example of what we call a disjoint-union-type strategy, which is a
strategy S such that whenever ds(A) = (BW,...,B™) for m > 1 and all B%) are nonempty,
we have that A is the disjoint union BW ... B™ and so | A,| = |B,(41)| + o+ |B,(1m)|. We
additionally require that the reliance profile functionis n — (n,...,n). Under these conditions,
disjoint-union-type strategies are easily seen to be productive; we justify the productivity of
Requirement Insertion in particular in Theorem [6.3]in Subsection[6.5]

6.3.2 Obstruction and Requirement Simplification

In Figure (14} 75 is formed from 73 by adding the requirement list {(12, (0,0))}, so that the full
requirements of 75 are

{ {(1,(0,0))}, {(12,(0,0))} }.

We have not drawn the requirement of size 1 in the figure because it is redundant—all gridded
permutations that contain (12, (0,0))) also contain (1, (0,0))—and so it is omitted from the
figure. Throughout this work, we will frequently simplify obstructions and requirements in
the way described here, often without mentioning it.

It is advantageous to remove redundant obstructions and requirements from tilings. In addi-
tion to a gain in computational efficiency, it also boosts the theoretical strength of Combinato-
rial Exploration by increasing our ability to identify when two tilings represent the same set of
gridded permutations. There are several ways in which obstructions and requirements can be
deleted, altered, or even added, leading to simpler tiling representations for the same sets of
gridded permutations.

We want to first point out a subtlety around the way we have framed requirements. As we
described in the example above, the requirement (1, (0,0)) is redundant in the sense that it
is a strictly weaker condition than the requirement (12, (0,0)). It is incorrect to remove this
redundancy just by deleting the requirement from its list, yielding the full requirements

{ {} {(12,(0,0))} }

A gridded permutation can be drawn on a tiling if it contains at least one requirement from
each set, and so if a list becomes empty this condition is impossible to satisfy, implying that no
gridded permutations can be drawn. The correct way to handle this redundancy is to instead
delete the entire requirement list:

{ {(12,(0,0))} }.

To summarize, deleting individual requirements out of their lists ostensibly leads to stricter
conditions, while deleting an entire requirement list leads to a weaker condition.

of gridded permutations.
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Obstruction Deletion

The case of obstructions is more straightforward, and so we start by defining a strategy that
removes an obstruction if its removal does not change the underlying set of gridded permu-
tations. We call this strategy Obstruction Deletion. Formally, for any gridded permutation £,
define the equivalence strategy ObsDel, as follows:

- T = ((t,u),O,R) is a tiling and if h € O, then define 7' = ((t,u),O ~ {h},R). If
Grid(T) = Grid(T"), then we define dopspe1, (7) = T'. Otherwise dopspe1, (77) = DNA.

— The reliance profile function is ropspe1, (1) = (1).
— The counting functions are copepe1,,(n) (40, - - -, an)) = an.

We should confess here that it may seem strange that we have defined a strategy that, by its very
definition, makes absolutely no change to the actual combinatorial set under consideration—
the more typical situation is that an equivalence strategy outputs a set different from its input,
but that the two sets are equinumerous. Indeed, since this strategy only alters the representa-
tion of the set (the tiling), and not the set itself, we could have just described this as a computa-
tional step to simplify our representation completely independent of the strategic framework.
However, there are cases where there are multiple tilings that could be used to describe the
same set of gridded permutations, and (1) it is not clear whether one should be considered
“simpler” than the other and (2) it may be algorithmically expensive to detect this. By writing
such transformations as combinatorial rules, this information is preserved in our universe of
rules and any version of the tiling can be used to construct a combinatorial specification.

Since ObsDely, is claimed to be an equivalence strategy, we do not need to prove that it is pro-
ductive. In order to justify that it is an equivalence strategy, we would only need to verify that
| Grid,,(T)| = | Grid,(7")|, but this is true by definition; we only apply the strategy in cases
where the underlying gridded permutations do not change.

What this theoretical definition does not even begin to make clear is how, in the process of
Combinatorial Exploration, we detect when it can be applied. It is, perhaps surprisingly, not
always obvious when an obstruction can be deleted. (This is due to the complication added by
the notion of requirements.) What we describe here is one sufficient condition that guarantees
an obstruction can be deleted—when we detect this condition, we apply the strategy.

Suppose a tiling 7 has obstructions hy, hy € O with h; < hy. Every gridded permutation that
avoids hy also avoids h,. Therefore, to any tiling 7 we may apply the strategy ObsDel;, for any
non-minimal h € O.

Requirement Deletion

There is a similar circumstance in which requirements can be deleted without altering the un-
derlying set of gridded permutations. As before, we first define the strategy ReqDel, which
gives no sense of in which situations it may be applied, and then we give a sufficient condition
for a valid application of the strategy.

- IT =((tu),O,R)is atiling and if r € R;, then define
T = ((t,u), O, {Rl,. Rz, Ri N {T},Ri+1,. . '/Rk})-

If Grid(7) = Grid(7"), then we define dreqpe1,;(7) = T'. Otherwise dgeqpe1,,(7) = DNA.
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— The reliance profile function is 7reqpe1,, () = (1).

— The counting functions are cgegpe1,,,(n) (40, - - -, an)) = an.

r,ir

As with ObsDel, ReqDel is an equivalence strategy that does not change the underlying set of
gridded permutations. Suppose that a requirement list R; contains two gridded permutations
r1 and r, with r; < rp. Then, any gridded permutation that contains ; also contains r1, and so
72 can be deleted from R; without changing the underlying gridded permutations. Therefore,
a condition sufficient to ensure that ReqDel, ; can be applied to 7 is that r € R; is non-minimal
among R;.

Requirement List Deletion

It is sometimes possible that an entire requirement list can be deleted without changing the
underlying set of gridded permutations. Once again, we start by formally defining the strategy
RegListDel:

e If 7 =((t,u),0,R)isatilingand 1 < i < |R| then define
TI = ((t,u),O,{Rl,...,Ri,l,RiH,...,Rk}).

If Grid(7) = Grid(7”), then we define drequistpe1,(7) = 7T'. Otherwise dgeqristoe, (T) =
DNA.

e The reliance profile function is rgeqristper, (1) = (7).
* The counting functions are cpeq istpe1;,(n) (30, - - -, @n)) = an.

ReglListDel is an equivalence strategy that can be applied in the following scenario. Suppose
Ri € R and there exists j # i such that every ' € R; contains at least one 7 € R;. Then,
every gridded permutation that contains a requirement in the list R; also contains a require-
ment in the list R;, and so R; can be deleted without changing the underlying set of gridded
permutations.

In each of the descriptions of ObsDel, RegDel, and ReqlListDel, we gave a sufficient but not
necessary condition ensuring that each strategy could be applied. We discuss more general
approaches in Subsection[6.3.6]

In the figures in this section that show examples of the application of strategies, we will often
implicitly apply these obstruction and requirement simplification strategies in order to make
the pictures more readable.

6.3.3 Point Placement

In describing the combinatorial specification for Av(132) in Section[3] we made the observation
that the topmost point of any 132-avoiding permutation could be isolated, and we then made
several inferences about the structure of such permutations. The strategy described in this
subsection, point placement, is a vast generalization of this concept.

Point placement is an equivalence strategy that acts on a tiling by isolating one point of a single-
ton requirement in a cell of its own and forcing that point to be extreme in one of four directions:
topmost, bottommost, leftmost, or rightmost. Before a more detailed definition, consider the
example shown in Figure [15| which starts with a 1 x 1 tiling containing a 132 obstruction and a
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Figure 15: The evolution of tilings that result from performing the Point Placement strategy on
the leftmost tiling. The first and second tiling are equivalent in the sense that there is a size-
preserving bijection between the sets of gridded permutations associated with each. The third,
fourth, and fifth tilings arise after applying the discussed simplifications, and are all equal to
the second tiling in the sense that the sets of gridded permutations associated with each are all
equal.

1 requirement. The single point of the requirement could be placed in any of the four extreme
directions; here we place it topmost. The resultis a 3 x 3 tiling in which the point of the require-
ment is in the middle cell. To ensure that this point has been placed in its own row and column,
we add size 1 obstructions in cells (1,0), (0,1), (2,1), and (1,2). To ensure that the placed point
is truly the topmost point, we add size 1 obstructions in cells (0,2) and (2,2). Lastly, to be sure
that the gridded permutations on this new tiling still avoid 132, we add obstructions with the
underlying 132 in all possible WaysF_gl This second tiling can be simplified to the third tiling
using a useful form of obstruction simplification that we elaborate on in Subsection any
gridded permutation that can be drawn on this tiling contains a point in the cell (1,1), and
thus avoiding the gridded permutation (132, ((0,0), (1,1), (2,0))) is equivalent to avoiding the
gridded subpermutation (12, ((0,0),(2,0))). We can thus replace the former with the latter.
The fourth tiling is obtained using the Obstruction Deletion strategy to remove those obstruc-
tions that contain (12, ((0,0), (2,0))), and the fifth and final tiling is the result of deleting the
topmost row which cannot contain any points of any gridded permutations anyway.

We took the time to point out each of these simplification steps individually because in future
examples they will always be applied, often without comment, because otherwise the tilings
produced by point placement have so many obstructions that pictures of them become useless.
Applications of point placement can be more complicated than the example above in three
ways: first, we may be placing a point of a requirement that has size greater than 1; second,
there may be other requirement lists that have to be duplicated across new cells in a manner
similar to obstructions; and third, we often apply point placement to tilings whose dimensions
are larger than 1 x 1.

More formally, consider a tiling 7 = ((t,u), O, R).

— If T contains a singleton requirement list R; = {h}, if £ is an index with 1 < ¢ < |h|, and
d e {«,—,1,]}is a direction, then we define

dPOintPlh,g,d (T) - 7’,/

where 7 is formed as described in the example above, a process fully explained in Sub-
section Otherwise dpointp1,,,,(7) = DNA.

15 Many are redundant for obvious reasons, so we have chosen for clarity to not draw these.
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Figure 16: The tiling 73 is equivalent to each of the tilings 7 and 713, which are both produced

by applying the point placement strategy to the same requirement in 73, but with different
directions.
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Figure 17: The tiling 77, is the result of applying point placement to 7.

— The reliance profile function is #pointe1, ,, (1) = (1).
— The counting functions are cpo;ntp1,, ,,(n) (40, - -+, 4n)) = an.

The proof tree in Figure 24| uses point placement several times, so we take this opportunity to
present these applications as further examples.

In Figure 16} the strategy PointPl; (o)) 1, is applied to the tiling 75 to produce 7s, while the
strategy PointPl(; (o)) 1, is applied to the same tiling to produce 713.

For an example in which the input tiling has dimensions larger than 1 x 1, the tiling 77, shown
in Figure 1s the result of applying PointPl(y (1 0)) 1, to T11.
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Figure 18: The tiling 7.” is the result of applying point placement twice to 7s.
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Figure 19: An application of row separation.

Finally, as demonstrated in Figure [18|the tiling 7" is produced by twice applying point place-
ment to 75, placing both points of a size two requirement. First, PointP1y; (9 0))2,— 1S ap-
plied, placing the 2 in the requirement (12, (0,0)) as far to the right as possible. To the result,
PointPl(j (001, is applied, placing the sole point of the size 1 requirement as far to the left as
possible.

To prove that point placement is an equivalence strategy, we are required to show the existence
of a size-preserving bijection between any input tiling and its corresponding output tiling. This
requires rather a lot of bookkeeping, and is verified in Subsection

6.3.4 Row Separation and Column Separation

The rightmost tiling in Figureis the result of placing a pointinto a1 x 1 tiling and performing
several simplifications. The strategies described in this subsection, row separation and column
separation, permit even further simplification of this tiling and others.

The presence of the (12,(0,0),(2,0)) obstruction in that tiling implies that for any gridded
permutation drawn on the tiling, any entries in cell (0,0) must lie above any entries in cell
(2,0). To capture this information, we create a new tiling, shown on the right in Figure 19} in
which the content of these two cells has been separated into two rows.

Another example of this strategy is found in the tiling 7" (which itself was the result of twice
applying point placement to 75) in the proof tree in Figure As we show in Figure 20} the
obstruction (12, ((2,0), (4,0))) implies that the two nonempty cells in the bottom row can be
separated. Further, the two obstructions (12, ((2,0),(2,4))) and (12, ((2,2),(2,4))) imply that
any entries in cells (2,0) and (2,2) must lie to the right of any entries in cell (2,4), and so the
cells in this column can be separated, yielding the tiling 7 in Figure

We now give the formal definition of the row separation equivalence strategy; the column
separation strategy is defined similarly. Consider a tiling 7 = ((¢,u), O, R). For a particular
row 7, let S be a nonempty subset of the nonempty cells in r and let S’ denote the remaining
nonempty cells in . We can apply row separation to row r, splitting it in two rows in which
the lower row inherits the cells from S and the upper row inherits the cells from &', if there is
no gridded permutation that can be drawn on 7 that possesses an entry in a cell in S whose
value is larger than an entry in a cell in §’. A sufficient condition to ensure this is the following:
for every pair of cells (c,c’) € S x &', if c is to the left of ¢’ then O contains the obstruction
(21, (c,c’)), otherwise if c is to the right of ¢’ then O contains the obstruction (12, (¢/,¢)).

As the examples above suffice to understand the idea of row and column separation, our formal
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Figure 20: The tiling 7 is the result of applying row separation and then column separation to

"
75

definition below omits the full details, which are deferred to Subsection|6.5.4

— Foratiling 7 = ((t,u), O, R), arow r, and a nonempty subset S of the nonempty cells in
row r, if the obstructions described above are all present, then we define

dRowSep,,S(T) - T/

where 77 is the tiling in which the cells in S have been moved into a separate row below
the cells in row r but not in S, and the obstructions and requirements have been adjusted
accordingly. Otherwise drousep, s (77) = DNA.

— The reliance profile function is rrousep, s (1) = (1).
— The counting functions are crowsep, s (40, - - -, 1)) = an.

The column separation strategy ColSep, s is defined analogously.

6.3.5 Factor

Most of the strategies we have already described transform tilings into new tilings that are in
some way more complicated—larger, more obstructions, more requirements, etc. Factoriza-
tion is a strategy that identifies when pieces of a tiling do not interact with each other, and
splits them into several subtilings. This tends to lead to combinatorial specifications that are
recursive.

We say that two subsets S; and S of cells of a tiling are non-interacting if no cell of S; shares
a row or column with any cell of S, and if there is no obstruction or requirement list that
involves cells in both S; and S,. Figure 21| shows a 6 x 6 tiling that has 5 minimal pairwise
non-interacting sets of cells:

{(0,5,(2,5} {12} {G1).,63)} {44} {50}

although the factorization actually performed in that figure leaves the non-interacting sets
{(1,2)} and {(3,1), (3,3)} together. Why do we not use the full factorization? This is the magic
of Combinatorial Exploration—it has discovered that this partial factorization permits the dis-
covery of the proof tree from Figure 24| that we are currently discussing, whereas a human
searching for this proof tree by hand may not have gone down this path.
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Figure 21: The tiling 7¢ factors into four tilings.

The counting functions of the factorization strategy are more interesting than the other strate-
gies we have discussed. Suppose A is a tiling that factors into two tilings B(Y) and B®?). The
non-interactivity of the cells that became B1) with the cells that became B> imply that each
gridded permutation a of size n that can be drawn on A can be formed uniquely from a pair
B1, B2 where B; can be drawn on B, B2 can be drawn B®, and |B1| + |B2| = n. Therefore,

A = 181182

i=0
More generally, when a tiling A factors into m tilings B, ..., BU") we have

A= Y BB,

Im
i1+ Fiy=n

However, for the first time, we are in danger of defining a strategy that does not satisfy the
productivity conditions defined in Section[d} Consider, for example, the factorization shown in
Figure 22|in which a tiling is factored into two subtilings, one containing just a point, and the
other containing two cells. Given the general counting formula above, it feels natural to define
the reliance profile function of a strategy that factors a tiling into two subtilings to be

r(n) = (n,n).

Figurereveals a problem: the subtiling B(?) has counting sequence |B,(12) | = 2" while the orig-
inal tiling has a termwise strictly smaller counting sequence |A,| = 2"~1, violating Condition
2(a) of Definition §.2| that requires

If Ay relies on BI(\? for some N € IN, then |A,| > |B,(f)| for all n € IN.
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Figure 22: An example of factoring that demonstrates that productivity relies on careful defini-
tion of different reliance profile functions for different situations.

This problem is easily mitigated with a bit of care. In fact, the enumeration of A, does not ac-
tually depend on the enumeration of B because |B((]1)| = 0, simplifying the counting formula

slightly by eliminating the i = 0 term in the summation:

Aql = D BMBY = 1BV IBZ .
i=0 i=1

More generally, we will define the factorization strategy so that the enumeration of A, for the
parent tiling A only depends on the enumeration of the size n gridded permutations in a child
tiling B when absolutely required. We prove in Subsection that the resulting strategy
is always productive. According to this new definition, the reliance profile function for the
factorization in Figure[22]is

r(n) = (n,n—1).

Formally, consider a tiling 7 = ((t,u), O, R).

— Let P be a partition of the nonempty cells of 7 into m parts, and for concreteness consider
the parts of P to be indexed in increasing order by their lexicographically smallest cell. If
the cells of any part of P interact with the cells of any other part, then 7" cannot be factored
according to this partition of cells. Thus, assume now that P is such that the parts are non-
interacting, so that 7 will be factored into subtilings B M ..., Bm  Assume that each of
these subtilings contains at least one gridded permutation of size at least 1. Define

S={ie{l,...,m}: |B(gj)| = 0 for some j # i}.
If i € S, then the enumeration of 7, will not rely on the enumeration of B,(f) because
|B(g])| = 0 for some j # 1.
With such P and S, we define

dFactorp,S (T) - (B(l), ceey B(m))

In the case of an incompatible partition P or set S, or where some B! does not contain a
gridded permutation of size at least 1, we define

dFactorp,S (T) = DNA,
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as usual.

— Fix a partition P and its corresponding set S. The reliance profile function is

TFactorps () = (r(l) (n),... ,r(m) (n))

where

i’(i)(n) = {1’1—1, lilzg
n, if i

— To describe the counting function we first define vectors of indeterminates
e @{,...,b\0 ), ifies
,...,b), ifi¢s
The counting functions are

CFactorp/S,(n) (b(l), ceey b(m)) = Z blgll) .. b(m)’

where the sum is over

I={(i1,...,im)€{0,...,n}" t iy +---+iyp=nand iy # nif £ € S}.

To illustrate this slightly intensive definition, the strategy applied to the parent tiling in Fig-
ure21]is Factorp s where

P={ {(05),25} {(12),61),63)} {44} {50} }

and S = {1, 2,3,4}. The reliance profile function is
rFactorp/s (n) — (n - 1,71 - 1,” — 1,1’1 — 1)
and the counting functions are

Cractorps, () (00, 62,60, 6@) = S0 pUpPpPp,

i +12+l3+14 =n
0<iy,ip, 13,04 <n—1

6.3.6 Obstruction Inferral

It is sometimes possible to place an additional obstruction onto a tiling without changing the
underlying set of gridded permutations. For a rather trivial example, see the tiling in Figure
in which the obstruction (1,(1,0)) can be added. Sometimes, but not always, this inferred
obstruction is a subobstruction of an existing obstruction.

As with some of the strategies that we have previously introduced, we will start with a simple
definition and then follow it with the more detailed discussion about when the strategy can be
applied. Formally, the strategy ObsInf}, is defined as follows.
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Figure 23: On the left, an example of a tiling to which the obstruction inferral strategy can be

applied. In the middle, the result of applying obstruction inferral. On the right, an equivalent
tiling that results from deleting the rightmost cell, which cannot contain any entries.

— If T is a tiling with dimensions t x u, h € G (tu) O, and
Grid(7) = Grid(((t,u), O u {h},R)),

then dopstar, (7)) = ((t,u), O U {h}, R). Otherwise dopstnf, (7°) = DNA.
— The reliance profile function is ropstns, (1) = (1).
— The counting functions are cops1ng,,(n) (40, - - -, an)) = an.

Like many of our previous strategies, Obstruction Inferral does not actually change the set of
gridded permutations at all, only altering the tiling representation used for the set. As such, it
is true by definition that Obstruction Inferral is a valid equivalence strategy.

We will now discuss two ways to determine when Obstruction Inferral can be applied to a
tiling, the first being more limited but computationally easy and the second being fully general
but computationally intensive.

First Obstruction Inferral Case

In discussing the point placement strategy in Section [6.3.3] we mentioned in Figure 15 that the
obstruction (132, ((0,0), (1,1), (2,0))) could be replaced with the subobstruction (12, ((0,0), (2,0)))
because of the point cell (1,1). This phenomenon can be detected more generally. Suppose  is

an obstruction on the tiling 7 and partition the entries of # maximally such that no two entries

in different parts occur in cells that share a row or column. Call this partition P. If there exists

a part p € P such that the subgridded permutation formed by the entries in p is contained in
every requirement in some requirement list, then the smaller obstruction formed by deleting
the entries in p from h can be added to 7 without changing the underlying set of gridded
permutations.

In the example from Figure[I5] P has two parts, the first containing the subgridded permutation
(12,((0,0),(2,0))) and the second containing the subgridded permutation (1, ((1,1))). Since
(1,1) is a point cell, the subgridded permutation coming from this part of the partition can be
deleted from the obstruction.

To see that this claim is true in general, suppose the tiling T has an obstruction %, and that
in the partition P defined above there is part p such that the subobstruction " arising from
deleting the subgridded permutation corresponding to p from h can be inferred. Let R be the
requirement list that enabled this inferral (i.e., every requirement in R contains as a pattern the
subgridded permutation formed by the entries in p). We claim that no gridded permutation
that can be drawn on 7 contains the pattern /’. To the contrary, suppose there were such a
permutation 7t that contained /'. Since 7t € Grid(7), it must also contain at least one of the
requirements in R. All of these requirements contain the pattern formed by the entries in p.
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Crucially, since the cells involved in p share no rows nor columns with the cells involved in
other parts of P, the only manner in which a gridded permutation can contain /’ and R is by
containing the full obstruction h.

Second Obstruction Inferral Case

Theorem [6.2| shows that it can be checked in finite time whether Grid(7) = & for any given
tiling 7. We can use this fact to determine precisely when an obstruction may be inferred,
although the computational burden is significant.

To infer whether an obstruction  may be added onto the tiling 7 = ((t,u), O, R)), we form
a new tiling 7' in which the potential new obstruction is instead placed in a new requirement
list:

T = ((t,u),O,Ru{h}).

If Grid(7") is empty, we can conclude that no gridded permutation that can be drawn on 7
contains the pattern /. Therefore, i may be inferred as an obstruction on 7 without eliminating
any of its gridded permutations.

6.4 Verification Strategies

In Subsection 3.3, we discussed the concept of “verification strategies” — nullary strategies that
represent when the enumeration of a combinatorial set is known independently from the cur-
rent Combinatorial Exploration process. The proof tree for Av(1243,1342,2143) in Figure
uses four different verification strategies, and so now that we have introduced several strate-
gies in the previous subsection, we will take this opportunity to trace through the tree and see
how they are applied, pointing out the verification strategies as we encounter them.

We want to emphasize that this proof tree is the output of successful Combinatorial Explo-
ration. The process of finding this tree involves the discovery of many combinatorial rules,
and sometime after all rules in this particular tree have been discovered, the algorithm notices
(using Algorithm[I]in Subsection 3.5) that this particular subset of rules forms a combinatorial
specification.

We previously discussed the top part of the tree in Figure[I4} To the root tiling 77, we apply the

RqunsH1

requirement insertion strategy. Inserting H; = {(1, ((0,0)))} into 77 creates the rule 7;

(T2, Ts)-

The tiling 7 represents the set containing only the empty gridded permutation of size 0. This is
clearly a set whose enumeration is known a priori and so to it we apply the verification strategy
V1, (recall from Section [3.3| that each set corresponds to a unique verification strategy). The

result is a rule 73 <= ().
Moving further into the tree, the insertion of Hy, = {(12,((0,0), (0,0)))} into 73 gives the rule

ReqlIns . . .
T3 = (Ta, 73) The set of gridded permutations represented by 74 are precisely those
single-celled permutations that are strictly decreasing and have size at least 1. The enumeration

16Recall from our previous discussion that technically 75 should have a point requirement, but it is detected to be
redundant and removed. Although in practice this should be depicted as its own rule (an equivalence strategy), we
have hidden it, and several other such simplification, from this figure.
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Figure 24: A pictorial representation of the combinatorial specification found by Combinatorial
Exploration for Av(1243,1342,2143).
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of these permutations is evidently a9 = 0 and 4, = 1 for n > 1, and since this is known
independently of the structural decomposition being described, we can apply the verification

v
strategy V7, to produce the rule 74 s 0.

As this shows, a researcher who is applying Combinatorial Exploration has a lot of flexibility
in choosing to which combinatorial sets we can apply a verification strategy. In this particular
case, had we not employed the strategy V7, we could still have easily completed this part of
the proof tree by applying the point placement strategy to the requirement in 74, then applying
the factor strategy to the result.

It is imperative to verify the two atomic sets, the set containing only the empty permutation (7>
here) and the set containing only the gridded permutation of size 1 (79 here). When deciding
which other sets should be verified, one should keep in mind that the goal is to shorten the
search for a proof tree by identifying sets that can be independently enumerated, and therefore
eliminating the need to expand them further.

There are many domain-specific algorithms to enumerate certain sets of permutations in poly-
nomial time. Here we will just briefly mention one: the insertion encoding of Vatter [135], can
be extended to some single-row or single-column tilings. In these cases, one can be certain that
a combinatorial set can be enumerated, and so for the sake of computational efficiency it makes
sense to apply verification strategies to them.

For a slightly more experimental search, one might choose to verify combinatorial sets that they
simply suspect could be enumerated if needed, either by hand or with a separate self-contained
application of Combinatorial Exploration. We have found this to be effective in the domain of
permutation patterns, where we often use the rule-of-thumb that when we are searching for
a proof tree for a permutation class Av(B) then any 1 x 1 tiling whose combinatorial set is a
subclass Av(B’) can be verified (even if it carries requirements as in the case of 74 above) as
long as B’ is obtained from B by adding a pattern of length at most the length of the longest
pattern in B. This heuristic is not guaranteed to work; for example, there is a permutation
class that avoids two patterns of length 4 and has an algebraic generating function such that if
you add a particular third pattern of length 4 to its basis, the resulting class has an unknown
generating function that is conjectured to be non-D-finite [9].

Continuing the traversal in the proof tree for Av(1243,1342,2143), we are now at tiling 7s.
After applying two point placements as shown in Figure (18} followed by the row and column
separations shown in Figure 20 we obtain a chain of equivalence rules between 75 and 7s.
Applying the factor strategy to 7¢ gives us four tilings, 77, 7s, T9 and T1o. The tiling 79 is
verified as an atom, and the tiling 77y represents a subclass of the class being explored, and so
as discussed above we mark it verified as well. The tiling 75 is already known to be equivalent
to 73, because earlier in the process of Combinatorial Exploration, we applied point placement
to 73 and obtained 7s. The last tiling, 77, cannot be verified so we must continue to decompose
it. So, we apply requirement insertion with H = {(1, ((1,0)))} (a pointin cell (1,0)) to it. When
H is avoided, one obtains the left-hand child, which is identical to 71, the root. When H is
contained, one obtains the right-hand child, 771, to which we apply point placement and row
separation. This produces the tiling 77, that factors into 779 (which we have already seen and
verified) and 733 which is equivalent to 73 via a point placement.

This set of combinatorial rules forms a specification, and since all of the rules are produced by
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productive strategies, we are guaranteed that the specification can be used to produce terms of
the counting sequence for Av(1243,1342,2143) in polynomial time.

Below, we show the full specification on the left (omitting the names of the strategies, which
would typically be shown over the arrows, for space), and the corresponding system of gen-
erating functions on the right. As previously discussed, combinatorial sets that are equivalent
are contracted into an equivalence class in the specification; in this case, this occurs three times.
We let &, &, and &1 denote the equivalence classes {73, Ts, Ti3}, {75, To}, and {T11, T{}, Ti2},
respectively.

— (T2, &) Ti(x) = To(x) + Es(x)
< () Th(x) =1
53 — (T4, &s) E3(x) = Ty(x) + Es(x)
< () Ty(x) =x/(1-x)
55 — (T7,&3, 79, Tho) Es(x) = Ty(x) - E3(x) - To(x) - T1o(x)
— (T, &) T7(x) = T1(x) + E11(x)
< () To(x) = x
730 () Tio(x) =1/(1—x)
&1« (&, Tho) E11(x) = E3(x) - Tyo(x)

The system of equations can be solved to find the generating function for the class:

1+x—+1—6x+5x2

Ti(x) = 2x(2 —x)

6.5 Further Details of the Six Presented Strategies

In this subsection, we will provide full details of each strategy described in Subsection 6.3} and
prove the productivity of the relevant ones. Although each strategy can be easily understood on
an intuitive level from our earlier rough descriptions, the full details and proofs often involve
quite a bit of detailed argument.

6.5.1 Requirement Insertion

The Requirement Insertion strategy decomposes a set of gridded permutations into those that
avoid all gridded permutations from a set H and those that contain at least one gridded per-
mutation from H. The formal definition of Requirement Insertion is given in Subsection [6.3.1]
on page It is a disjoint-union-type strategy, and so the proof of its productivity is rather
simple.

Theorem 6.3. The Requirement Insertion strategy is productive.

Proof. We need to verify Conditions 1 and 2 of Definition The reliance profile function of
this strategy is n — (n,n), which ensures that Condition 1 is satisfied.
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In order to check Condition 2, suppose that A is a set of gridded permutations, and let H be
the set of patterns under consideration. Let B and C be the subsets of A that avoid or contain
H, respectively. Condition 2 requires that:

(@) |Ax| = |Bn|and |A,| = |Cy| foralln € IN;
(b) | Ax| > |Bk| for some k € N and |.4/| > |C/| for some ¢ € IN.

Since every gridded permutation either avoids or contains the set H, the set A is the disjoint
union of B and C. Moreover, the formal definition of Requirement Insertion requires that both
B and C are nonempty in order for it apply. Both parts of Condition 2 follow immediately from
these two facts. O

The above proof makes clear that once any strategy is known to be a disjoint-union-type strat-
egy, it is guaranteed to be productive.

6.5.2 Obstruction and Requirement Simplification

The equivalence strategies defined in Subsection — Obstruction Deletion, Requirement
Deletion, and Requirement List Deletion — were specifically defined to only apply to a tiling
when the corresponding alteration did not change the underlying set of gridded permutations.
We discussed in this section that as a result, these three strategies are in some sense trivial.
However, they allow us to detect that the tiling representation of a set of gridded permutations
can be simplified, which is advantageous for detecting equality of sets.

To prove that these three strategies are in fact equivalence strategies, one would need to show
that whenever ds(A) = B, we have |A,| = |B,] for all n. Since these strategies do not even
change the underlying set of gridded permutations, we have by definition the much stronger
equality A = B.

6.5.3 Point Placement

The justification that the point placement strategy is an equivalence strategy is technical and
requires quite a bit of bookkeeping. The material in this subsection is independent of the rest
of this work, and so readers who wish to skip this subsection on their first reading may freely
do so.

Consider the tiling 7 = ((t,u),O,R) with R = {Ry,..., Ry}, and suppose R1 = {r}. We
will describe the tiling 7" that results from placing the point r(I) of the requirement r in the
extreme d direction for some d € {«, —, 1, |}.

Point placement results in the row and column of the placed point, r(I), being split into three
rows and three columns, with the cell containing the placed point itself becoming nine cells. For
the rest of this section, suppose the placed point is in cell ¢ = (cy, ¢ ). The effect of this splitting
on the gridded permutations in 7 can be thought of pictorially in the following way: Take any
gridded permutation ¢ € Grid(7), and add two new vertical lines in column ¢, and two new
horizontal lines in row ¢, such that none of these four lines intersect any of the entries of g. The
result is a gridded permutation in G(*+2%+2), Figure 25 shows an example of this procedure.
Given a gridded permutation g, we will now define the set of multiplexes of ¢ around cell c,
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Figure 25: On the left, a gridded permutation g of size 9. In the center, the same gridded
permutation with two vertical lines drawn in column ¢, = 1 and two horizontal lines drawn in
row ¢, = 1. On the right, the resulting gridded permutation, in which the outlined 3 x 3 region
corresponds to the single cell (cy, ;) = (1,1) which has now been split. This rightmost gridded
permutation (which has the same underlying permutation, but different cell assignments) is
called a multiplex of g.

denoted M,(g), to be the set of all gridded permutations in G(*+2%+2) formed by adding two
vertical and two horizontal lines through c in this way.

Given a multiplexed gridded permutation ¢’ € M.(g), the original gridded permutation g can
be recovered by, essentially, removing the two vertical lines between columns cy, cy + 1, and
¢y + 2 and removing the two horizontal lines between rows ¢, ¢, + 1, and ¢, + 2. In this context
we call g the contraction of g’ around c. To make this more formal, consider the following map:

i i<p
by:i—>< p ie{pp+1p+2} .
i—2 i>p+2

With this terminology, we can define what contracting a gridded permutation around the cell
¢ = (cx, cy) does to the cell that each entry lies in:

ﬁ(Cx,Cy) : (u/ U) = (be (u),bcy(v)).

The reader is encouraged to refer back to Figure 25|which has ¢ = (1,1), and in this case, for
example, B(11)(0,1) = (0,1), B(1,1)(0,2) = (0,1), B1,1)(1,4) = (1,2), and B(11)(3,2) = (1,1).

We can now formally define the multiplex of ¢ = (7, (cy,...,cn)) around the cell ¢ to be those
gridded permutations whose contractions are equal to g:

Mc(g) ={¢' = (m,(c},...,c,)) € G : Bc(ci) = c; forall i such that 1 < i < n}.
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Extending this notation to sets of gridded permutations, we define

MC(S> = UMc<g)

ges

It is important to note that because M.(g) can be thought of as the preimage of ¢ under the
contraction map, it follows that if g # h, then M.(g) n M.(h) = &.

Before moving on, we will state and prove two pattern preservation lemmas.

Lemma 6.4. Fix two gridded permutations ¢ and & and a cell c. If 1 < g, then every multiplex
of g contains some multiplex of 1, i.e., for all ' € M.(g), there exists some 1’ € M (h) such that
W<g.

Proof. Fix a cell ¢ and gridded permutations § = (7, (¢1,...,¢,)) and h = (o, (dy, ..., d)). Sup-
pose that g contains / at the indices iy, . . ., i, implying that 7r(i1) ... 7t (ix) is order-isomorphic
tocandc;, =d,for1 </ <k

Let ¢’ € Mc(g) be arbitrary. We can write g’ = (7, (¢}, ...,c},)), with the property that B.(c}) =
c; for all i. Define I’ to be the gridded permutation that ¢’ contains at the indices i, ..., i.
The underlying permutation of 1’ is still o, so h' = (o, (c},...,c; )). Because we must have

ﬁc(cgé) = ¢;, = dy, it follows that ' € M. (h), completing the proof. O

Lemma 6.5. Fix two gridded permutations ¢ and & and a cell c. If some multiplex of g contains
some multiplex of 1, then h < g.

Proof. Fix a cell ¢ and gridded permutations ¢ and h. Suppose that ¢’ € M.(g) and 1’ € M. (h)
are such that ¢’ contains ' at the indices iy,...,ix. Thus we can write g’ = (7, (c},...,c},))

and h' = (o,(c},...,c;)) where 7 contains o at the same indices. This implies that ¢ =
(7T, (Be(c), - -, Be(en))) and b = (0, (Be(ct), - - -, Be(c; ), from which we see that ¢ contains h
at the indices iy, . . ., i. O

We are now ready to define an intermediate tiling 7' derived from our original tiling 7 =
((t,u),0,{{r}, Ra,...,Ri}). The tiling 7" will contain the subset of multiplexes (around cell
(cx,cy)) of the permutations in Grid(7) that contain exactly one point in the cell (cx + 1,c, +
1), and no other points in column c, + 1 or row ¢, + 1. To that end, define O’ = M.(O)
and R} = M:(R;) for 2 < i < k. To ensure that cell (cy +1,c, + 1) contains exactly one
point, we define additional obstructions A = {(12, (cx +1,¢, 4+ 1)), (21, (¢x +1,¢, + 1))} and
an additional requirement list C = {(1, (cx +1,c, +1))}. To ensure that no other cells in column
cx + 1 or row ¢, + 1 have any entries, we define yet more obstructions

Bi={(L(cx+1,7)):0<j<uj#c,+1}

and
By ={(1,(i,cy +1)): 0<i<ti#ce+1}.

The tiling 7' can now be defined:
T =((t+2,u+2),0'0AUB UBy,{R5,..., R, C}).

Note that the requirement r actually being placed has been dropped.
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The set Grid(7") contains some, but not all, of the multiplexes of gridded permutations in
Grid(7) in a way that we will make more precise. In particular, the multiplexes in Grid(7”)
are exactly those in which one entry in cell ¢ has been isolated into its own cell (cy + 1, cy + 1),
with no other points in that cell’s row or column. Informally, these are the multiplexes that
result from picking one point in cell c and adding the two vertical lines just to the left and just
to the right of this point and adding the two horizontal lines just below and just above this
point. The lemma below makes this more precise.

Lemma 6.6. Let g € Grid(7") and suppose that g has precisely ¢ points in cell ¢ = (cy, ). Then,
|Mc(g) N Grid(T")| = ¢.

Proof. Suppose that ¢ € Grid(7") and consider g’ € M.(g). Because g avoids all obstructions in
O, Lemma [6.5|shows that ¢’ avoids all obstructions in @’. Similarly, by Lemma 6.4} ¢’ contains
at least one requirement in each list R5, ..., R;.

It remains to show that if g contains ¢ entries in cell ¢, then there are precisely ¢ elements
of M.(g) that avoid the obstructions in A U B; U B, and contain the requirement C. These
obstructions together with the requirement collectively enforce the property that every gridded
permutation in Grid(7”) has exactly one point in the cell (cx + 1, ¢, + 1), and no other points in
the same row or column as this cell. For each of the £ entries in cell ¢ of g, there is one multiplex
g’ of g that has that entry alone in cell (¢ + 1, ¢, + 1) with no other entries sharing a column or
row with this cell, and this g’ is in Grid (7).

Clearly, for any two of the ¢ entries of ¢ in cell ¢, the multiplexed versions that isolate these
entries are different. Therefore, M.(g) n Grid(7") contains ¢ gridded permutations, each of
which has one of the ¢ entries in cell ¢ of g isolated in cell (cx +1,¢, + 1) of ¢/, with no other
entries sharing a row or column. O

In the proof above, we discussed multiplexes of ¢ that have a single entry isolated in cell (cy +
1,c, + 1) with no other entries sharing a row or column. These are relevant to the rest of this
subsection, so we will call them the point multiplexes of g, and if the point g(i) is in cell c of g,
then we will specifically call the multiplex that isolates that point (g). The lowercase “m” is
meant to convey that m’(g) is one single gridded permutation, while M,(g) is a set of gridded
permutations.

Our goal now is to construct a tiling 7" by adding obstructions and one requirement to 7~ with
the result that |[M.(g) n Grid(7”)| = 1 for any g € Grid(7 ). Recall that we are placing point
r(I) of the original requirement r in the extreme d direction. For ¢ with ¢ entries in cell ¢, the
obstructions and requirement will invalidate ¢ — 1 of the point multiplexes, leaving only the
one in which the isolated point is the point that, out of all points playing the role of r(I) in an
occurrence of r, is the one in the most extreme d direction.

First, we must add a requirement so that not only does every permutation in Grid(7”) contain
some mutiplex of the requirement r that we’re placing, but more specifically contains the single
point multiplex 7’ in which the isolated point of any gridded permutation in Grid(7”) plays
the role of '(I) in an occurrence of r. (This is not yet enforcing that this point is in the most
extreme d direction.) To achieve this, we add the requirement list {m!(r)} as a new requirement
listin 7.
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Lastly, we need to craft new obstructions to add to 7" to enforce the property that the isolated
point in any ¢’ € Grid(7") is the point in the most extreme d direction that plays the role of
r(I) in any occurrence of r. This is actually simple. Consider the set of all point multiplexes
of r. For any ' in this set with the property that the cell ¢; in which the entry 7'(I) occurs is
further the d direction than the cell (¢, + 1, cy + 1) that contains the isolated point, we add r’ as
an obstruction to 7.

At this point, 7" contains all obstructions and requirements of 7' together with the new ob-
structions and the one new requirement described above. The tiling 7" is the output tiling of
the point placement strategy, and so we must now prove that there is a size-preserving bijection
between Grid(7") and Grid(7"). We start with the following lemma.

Lemma 6.7. Let g € Grid(7). Then,
IMc(g) N Grid(T")| = 1.

Proof. Let g € Grid(7) and recall that M.(g) n Grid(7") was shown to contain one point mul-
tiplex of g for each of the ¢ points in cell c of g. Of all the points in cell c of g that play the role
of r(I) in an occurrence of r (there is at least one such point because {r} is a requirement list of
T), suppose the one in the most extreme d direction is located at index i. Then, by design, the
point multiplex m(g) is contained in Grid (7). The other £ — 1 point multiplexes of g are each
isolating different points, and each of these other points either does not play the role of r(I)
in an occurrence of r, or does, but not in the most extreme d direction, and therefore they are
precluded from Grid(7") by virtue of the new obstructions enforcing extremeness of direction
or the new requirement forcing the isolated point to play the role of r(I). O

The lemma above allows us to define a map I' : Grid(7) — Grid(7") in which I'(g) is defined
to be the single element of M.(g) in Grid(7"). Note that the cell ¢, the requirement r, the index
of the placed point I, and the direction d are all implicit parameters of I".

Theorem 6.8. The map I' defined above is a size-preserving bijection.

Proof. Lemma [6.7|ensures that I is well-defined, and the fact that I' is size-preserving follows
from the fact that every element of M.(g) has the same size of g. Moreover, I' is injective as a
result of the observation that if g # h then M.(g) n M.(h) = &.

To see that T is surjective, let ¢’ € Grid(7”) and let g be such that ¢’ € M.(g), i-e, g is the
contraction of g’. We will check that g € Grid(7), from which it follows that T'(g) = ¢’

Let 0 be any obstruction of 7 and recall that every mutiplex in M, (o) is an obstruction of 7.
Therefore, if ¢ were to contain o, Lemma (6.4 would imply that ¢’ contains a multiplex of o, a
contradiction. Therefore, g avoids all obstructions of 7.

One of the requirements of 7" is a point multiplex of the requirement r being placed, therefore
g’ contains this point multiplex. By Lemma it follows that g satisfies the requirement list

{r}.

Lastly, consider any of the other requirement lists R; of 7 for 2 < i < k. Since g’ contains some
element of M.(R;), Lemma 6.5/ once again implies that ¢ contains some element of R;.
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Therefore, g € Grid(7), confirming that I' is a size-preserving bijection, and therefore the point
placement strategy is an equivalence strategy. O

6.5.4 Row Separation and Column Separation

In Subsection [6.3.4 we defined row separation and column separation as equivalence strategies
that can be applied when the cells in a row or column can be split into two separate rows or
columns. We will discuss only row separation here, but the results all follow mutatis mutandis
for column separation.

For the remainder of this subsection, let 7 = ((t,u), O,{R4,..., Ry}) be a tiling. Suppose
there is a row r with a subset S of nonempty cells such that row separation applies. From the
definition of row separation in Subsection[6.3.4} this means that if we set S’ to be the nonempty
cells in row r that are not in S, then for every pair of cells (c1,c2) € S x &, if ¢1 is to the left of ¢,
then (21, (c1,¢2)) € O and if ¢; is to the right of ¢, then (12, (¢2,¢1)) € O. We call these gridded
permutations the critical row patterns and denote the set of them by C.

In order to formally define the tiling 7" produced by the row separation strategy, we first need
to define a mapping <, s that describes how row separation moves entries around between
cells. To that end, define

o (i,]), j<ror(j=randi€s),
')/I’,S:(l/])'_) .. . . s .
(i,j+1), j>ror(j=randi¢5),
Let [N] denote the set {1,..., N}. The domain of v, s is [f] x [u]. The range of v, s contains all
cellsin [#] x [u + 1] except several in rows r and r + 1, and those cells that it doesn’t contain will
contain point obstructions in 77 (i.e., they will be empty). We define the codomain of -, s to be
its range.

Now, the tiling 7" that results from applying Row Separation to row r and cells S is formed by
applying the map 1, s to the cells in each obstruction and requirement of 7. To that end, define
the map I', s on gridded permutations by

I s((m,(c1,---,cn)) = (71, (vrs(c1), - -, Yrs(cn)))-
From here on out we will refer to <y, s and I, s just as y and I, as r and S are fixed throughout.

We must take a moment to verify that for any gridded permutation g, the definition of I'(g)
actually produces a valid gridded permutation when g does not contain any of the critical row
patterns.

Lemma 6.9. If g avoids all of the critical row patterns, then the definition of I'(g) above pro-
duces a valid gridded permutation.

Proof. The concern to address is whether the underlying pattern is consistent with the new cell
assignments. First, note that the column assignments of every entry remain unchanged by +.
The row assignments stay largely unchanged except that some entries in row r move to row
r+1.

This could pose a problem if g contained a 12 pattern in row r, but in I'(g) the 1 moves to row
r + 1 while the 2 stays in row r—clearly such a gridded permutation is impossible. A problem
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would similarly occur if g contained a 21 pattern in row r such that, again, the 1 moves to row
r + 1 under the effect of I' while the 2 stays in row r. However, these two problematic patterns
are precisely the critical row patterns, which g is assumed to avoid. ]

We extend the definition of T to sets of gridded permutations under the definition T'(A) =
{T(g):ge A}

We can finally give the formal definition of the tiling 7" that results from row separation. We
may assume without loss of generality that the obstructions O of T are pairwise incomparable.
Now define
T =((t,u+1),T(ONC) VO {T(R1),...,T(Ry)}),
where
O ={(1,(Gr):i¢Su{d(G,r+1)):ieS}
is a set of size 1 obstructions setting empty the cells in row r that correspond to columns not in

S and the cells in row 7 + 1 that correspond to columns that are in S.

To prove that Row Separation is an equivalence strategy, we must exhibit a size-preserving
bijection between Grid(7") and Grid(7”). In fact, in addition to being helpful in the definition
of 7, T is such a bijection (with domain and codomain appropriately defined). The following
lemma will help to establish this.

Lemma 6.10. The cell map 1 is a bijection.

Proof. Consider two cells ¢; = (iy,j1) and ¢z = (i2, j2). Suppose that y(c1) = y(c2) and let
(a,b) denote this value. Since -y holds the first component constant, we must have iy = a = i,.
Ifb <rthenj; =b=j,andifb > r+2thenj; = b—1= jp. Lastly, if b = r 41, then j;
and j» could equal r or  + 1, but this depends only on the fixed set S and the quantities i; and

ip, which have already been shown to be equal. Therefore j; = j», and so 7 is injective. The
surjectivity of oy was ensured by our declaration that its codomain equals its range. ]

We now state and prove two lemmas about the preservation of patterns under the I' map that
are similar to Lemmas|6.4and [6.5/from Subsection [6.5.3

Lemma 6.11. Consider a tiling 7 with row r and set of cells S in row r to which row separation
applies. Let i, g € Grid(7T ) with h < g. Then T'(h) < T'(g).

Proof. Let h and g be as in the hypotheses and note that I'(h) and I'(g) are valid gridded per-
mutations by Lemma Suppose that g contains / at the indices iy, . . ., iy, SO we can write

g=(m, (c1,...,cn)) and
h=(o,(ci,...,ci))

where 71 contains ¢ at the same indices. Then,

I'(g) = (m, (y(c1),...,v(cn))) and
I'(h) = (o, (v(ci), - v(cip))),

confirming that I'(g) contains I'(h) at the same indices. O
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Lemma 6.12. Consider a tiling 7 with row r and set of cells S to which row separation applies.
Let h, g € Grid(T) and suppose I'(h) <T'(g). Then, h < g.

Proof. Let h and g be as in the hypotheses and assume that I'(h) < I'(g) at the indices iy, .. ., ik.
Writing

g=(m, (c1,...,cn)) and
= (0, (dy,...,d0)),

we have

I'(g) = (m, (y(c1),...,v(cn))) and
I'(h) = (o, (v(d1),...,7(dk))).

As T'(g) contains I'(h) at the indices iy, ..., i, we know that 71 contains ¢ at the same indices
and that y(c;,) = (dy) for 1 < £ < k. Since 7 is a bijection, we have ¢;, = d, for each ¢, and
therefore g contains / also at the indices 7y, . . ., i. O

With these lemmas in hand, we are ready to prove that row separation is an equivalence strat-
egy.

Theorem 6.13. Row separation (and correspondingly, column separation) are equivalence strate-
gies.

Proof. In order to establish the theorem, we will show that I' : Grid(7) — Grid(7”’), with T as
defined earlier, is a size-preserving bijection. Let us note right away that I' does not change the
underlying pattern of a gridded permutation, it simply affects the cells that the pattern lies in;
this makes clear that I' is size-preserving.

We first consider whether T is validly defined. Let ¢ € Grid(7) and define ¢’ = T'(g). Since g
avoids the critical row patterns Lemma [6.9ensures that ¢’ is a validly defined gridded permu-
tation.

Next we will demonstrate that ¢’ € Grid(7”). The obstructions of 7' are split into those of
the form I'(0) where ¢ is an obstruction of 7 that is not a critical row pattern, and the size
1 obstructions defined as O'. The definition of I' ensures that ¢’ will not contain any points
in the cells that O’ requires be empty, and the contrapositive of Lemma shows that for
any non-critical row pattern ¢, since g avoids ¢ we must have that ¢’ avoids I'(¢). Similarly,
Lemma shows that for each requirement list R;, since g contains R; we must have that g’
contains I'(R;). Thus, h € Grid(T").

For injectivity, let g1 = (711, (c1,...,¢4)) and g2 = (712, (d1, . .., dy)). By the definition of T,

I'(g1) = (m, (v(c1),...,7(cn))), and
I'(g2) = (72, (v(d1), -, v(dn)))-

Suppose that I'(g1) = I'(g2). Then, since T does not affect the underlying pattern, 71y = 71,
and we will use 7t to denote this permutation. Moreover, y(c;) = y(d;) for all i, and so by the
injectivity of vy it follows that ¢; = d; for all i. Thus g1 = ¢, verifying that I' is injective.
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To see that T’ is surjective, let g’ = (7, (dy,...,dy)) € Grid(T’). Every cell d; is in the range
of 7 because the cells in [t] x [u + 1] that are not in the range of 7 contain size 1 obstructions
implying that no gridded permutation can have entries in those cells. Therefore, we may define
¢=(r, (v 1(d1),...,7 1(dy))) from which it is clear that T'(g) = ¢’. O

6.5.5 Factor

In this subsection, we must demonstrate the productivity of the Factor strategy Factorps. As
discussed in an example on page [52| the reliance profile function for the Factor strategy was
carefully defined in terms of the set S to ensure productivity. For ease of exposition, we prove
productivity in the case of a partition P into two parts. Productivity for larger partitions follows
inductively.

Theorem 6.14. The Factor strategy is productive.

Proof. Suppose dractorps(A) = (3(1)15(2))_ Recall that S < {1,2}, and if i € S then A, does
not rely on B,(f) . We consider the cases S = &, S = {1}, and S = {1, 2}, while the fourth case
S = {2} is symmetric to the case S = {1}.

To prove productivity, we have to check Conditions 1 and 2 in Definition[4.2]on page[31} Condi-
tion 1 requires that A, can never rely on B! or B(%) at some size longer than 7, and that is true

in all cases by the definition of the reliance profile function for the Factor strategy. Condition 2

requires that for each i € {1,2}, if Ay relies on BZ(\? for some N € N, then:

(@) |Ay] = |B,(1i)| foralln € N, and
(b) | Ayl > |B\”| for some £ € N.

) (2)

Case 1. Suppose S = {1,2}. In this case, A, relies on neither Bf,l nor B,”, and so Condition 2

trivially holds.

Case 2. Suppose S = {1}. This means that |B(()2)| = 0 and that A,, does not rely on B,(ll). We
therefore only need to verify Condition 2 for B(?). First note that for all n € IN,

A = 1BMBR |+ 1BOIBP, | + - + BN 1B?)]

and that all terms on the right-hand side are nonnegative integers. In particular, |B(()1)| > 1
because 2 ¢ S. Thus |A,| > |B,(12)| for all n, verifying Condition 2(a). To check Condition 2(b),

let my > 0 be minimal such that |B,(,111)| > 0 and let my > 0 be minimal such that |B,(,122)| > 0;
the existence of m; and m, are guaranteed by the requirement in the definition of the Factor
strategy that B (1) and B2 each contain at least one object of size at least 1. Now, we have

1)) 12(2 1) 12(2
Al = 1By 1By | + 1B 1832,
and because |B((Jl) |, |B,(nll) | and |B,(nzz) | are all at least 1, we have
A > 1By,

verifying Condition 2(b).
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Case 3. Suppose S = (. In this case, we are guaranteed that both |Bél)| > 1and |B(()2)| > 1.
Condition 2 must now be checked for both B and B®?). We omit the details, as they are
substantially similar to Case 2. O

6.5.6 Obstruction Inferral

As was the case with Obstruction and Requirement Simplification in Subsection[6.5.2} there are
no details that need to be checked. By definition, the Obstruction Inferral strategy only applies
in cases where the underlying set of gridded permutations is not modified at all, guaranteeing
by definition that it is an equivalence strategy.

6.6 Recap

This concludes our discussion applying Combinatorial Exploration to the domain of permuta-
tion patterns. In this work, we described only six (families of) strategies that together can suc-
cessfully find combinatorial specifications for many permutation classes. However, we have
developed a handful of additional, more complicated strategies that we will describe in future
work, and which permit the discovery of combinatorial specifications for many more classes,
including many listed in Subsection 2.4} To give just a taste here, among these additional strate-
gies, a few examples are

o row placement, which is a disjoint-union-type strategy that splits a tiling into multiple
children depending on whether a given row is empty, or if nonempty, which cell in the
row has the smallest (or largest) entry; similarly, column placement;

o fusion, which detects when two rows or columns can be merged together into one row or
column. This is informally like deleting the line that separates two rows, and this is the
strategy that introduces the catalytic variables discussed in Subsection 2.4

o several novel verification strategies that detect when the enumeration of a particular
tiling can be computed independently, often by running Combinatorial Exploration again
in a subprocess on this particular tiling.

7. APPLYING COMBINATORIAL EXPLORATION TO ALTERNATING SIGN MATRICES

7.1 Alternating Sign Matrices

An alternating sign matrix (ASM) is a matrix in which every entry is 0, 1, or —1, the sum of every
row and every column is 1, and the nonzero entries in each row and in each column alternate
between 1 and —1. These conditions imply that every alternating sign matrix is a square matrix.

Permutations can be thought of as matrices whose entries are either 0 or 1 and in which every
row and every column contains a single 1, and thus ASMs are a generalization of permutations.
The enumeration of ASMs was first completed by Zeilberger [140] who proved that the number
of n x n ASMs is

’ﬁ (3k+1)!

g (m+k)!
Kuperberg [108] and Fischer [80] later gave shorter proofs.
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The containment relation of permutations extends naturally to ASMs and pattern avoidance
has been studied on these objects. Johansson and Linusson [96] defined what it means for
an ASM to avoid a permutation as a pattern (which we will repeat below) and computed the
enumeration of 132-avoiding ASMs. In this brief section, we will show how Combinatorial Ex-
ploration can be applied to ASMs and describe a handful of strategies that would be sufficient
to recover the enumeration of the 132-avoiding ASMs.

Definition 7.1. To any permutation 7t of size n we associate the n x n matrix with a 1 in each
entry (i, 71(i)) and a 0 elsewhere.

We choose to index our matrices with Cartesian coordinates to match the standard way of
010

depicting permutations. For example, the permutation matrix of 132is |0 0 1|.
100

Definition 7.2. An ASM M is said to contain a permutation 7 if it is possible to form the per-
mutation matrix of 7t from M by deleting rows, deleting columns, and changing some —1 and
1 entries into 0 entries. Otherwise M is said to avoid 7.

This definition will be generalized below after further definitions have been made.

7.2 Gridded and Partial ASMs

In order to perform Combinatorial Exploration, we need to decide which combinatorial sets to
work with and how they will be represented (the analogue of tilings), and then define strategies
that decompose these sets. Like in the case of permutations, we will actually work with a
gridded version of the objects at handlﬂ Because this section, and the several that follow, are
meant to serve just as “proof-of-concepts” for Combinatorial Exploration, we will not attempt
to make the definitions of the objects and strategies involved completely formal.

Definition 7.3. A gridded ASM is an ASM in which the columns and rows have been partitioned
into contiguous, possibly-empty parts. Less formally, a gridded ASM can be formed by taking
an ASM and adding any number of vertical lines either between columns or to the extreme
left or extreme right, then doing the same with horizontal lines to rows. Like with gridded
permutations, we will refer to the rectangular regions as cells.

0 0] 1]0 00 10
0 1] 010 01 00
For example, 1 0|—-1|1 |isagridded ASM whose underlying ASM is 10 -1 1
0 0] 1]0 00 10

Cell (0,2) of the gridded ASM contains no entries, and cell (2,1) contains six entries.

Because we will be applying strategies that pull ASMs apart into smaller matrices (similar to
the “factor” strategy for permutations), we also need to define a generalization of an ASM that
does not enforce the row and column sum conditions.

Definition 7.4. A partial ASM is a (not necessarily square) matrix whose entries are all 0, 1,

17This is not a requirement to use Combinatorial Exploration, but we have found it effective. Our penchant for
geometrizing objects may be a result of our own extensive experience working with gridded permutations.
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and —1 with the property that the nonzero entries in each row and column alternate between
—1 and 1. It is not required that the entries in each row and column sum to 1, and thus it
is permitted for the leftmost or rightmost nonzero entry in a row to be —1, and similarly for
columns. Gridded partial ASMs are defined in the analogous way.

We can now extend Definition[7.2]by defining when one partial ASM contains another.

Definition 7.5. A partial ASM M; is said to contain a partial ASM My if it is possible to form
M, from M; by deleting rows, deleting columns, and changing some —1 and 1 entries into 0
entries. Otherwise, M; is said to avoid M.

This containment relation extends in the natural way to containment of gridded partial ASMs
just as in the case of gridded permutations.

7.3 ASM-Tilings

Having now defined the combinatorial objects involved, we will define an analogue of tilings
that represent sets of gridded (partial) ASMs and can be easily manipulated with combinato-
rial strategies. We will keep our definition rather informal, prioritizing understanding over
formality because this section is only meant to serve as a proof-of-concept.

Definition 7.6. An ASM-tiling T is a structure that represents a set of gridded partial ASMs.
It is defined by four components. The first three are identical to the three components that
define a gridded permutation tiling: dimensions (t,u), a set O of gridded partial ASMs called
obstructions,and aset R = {R, ..., Ry} of sets of gridded partial ASMs called requirements. The
gridded partial ASMs that 7 represents, Grid(7 ), must each avoid all of the gridded partial
ASMs in O and must each contain at least one gridded partial ASM in each R;. However, the
fourth component in the definition adds a further condition that must be met by each element
of Grid(T).

The fourth component is a marking of each portion of the border of the ASM-tiling as either
“partial” or “complete”. For example, if the part of the border along the top of an ASM-tiling
above column ¢ is marked “partial” (pictorially, we will draw that part with an oscillating
line), this represents that gridded partial ASMs M in Grid(7 ) may, in any columns of M that
correspond to column c in 7, have a topmost nonzero entry equal to —1 (which is permitted in
partial ASMs, but not standard (complete) ASMs). Similarly, if the part of the border along the
bottom of column c is marked “partial”, then columns of M that correspond to column c in 7
may have a bottommost nonzero entry —1. Similar conditions apply to rows.

Consider the example ASM-tiling 7 shown on the left in Figure The dimensions of 7 are
(t,u) = (3,2), and there is a single requirement r that is the gridded ASM whose matrix consists
of a single entry with the value 1 in cell (1,0). There are five obstructions that consist of two 0
entries. Avoiding two 0 entries vertically in a cell forces any gridded partial ASM drawn on T
to have at most a single row of entries in that cell (and thus in the entire row of that cell in 7).
Similarly, avoiding two 0 entries horizontally forces at most a single column of entries. As a
result, the requirement r together with the five obstructions consisting of two zeros essentially
isolate the “1” entry much like point placement does on gridded permutation tilings.

There are two size 1 obstructions in the bottom-left cell, which forbid any gridded partial ASM
drawn on 7 from containing a non-zero entry gridded in that cell. The other three obstructions
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Figure 26: An ASM-tiling 7 shown with all obstructions and requirements (left) and the same
tiling (middle) shown with the convention that actual rows and columns have an asterisk (x)
next to them, cells that can only contain 0 have a point obstruction, and placed entries are bold.
On the right is a partial gridded ASM in Grid(T).

are shown with an abbreviated notation in which the Os have been omitted. For example, the
size 2 obstruction in the top-left corner forces any gridded partial ASM drawn on 7 to avoid

the pattern [_01 ﬂ in its top-left cell. The size 3 obstruction in the top-right corner forces any

0 01
gridded partial ASM draw on 7 to avoid the pattern [O 10
100
the size 2 obstruction that crosses between two cells forces any gridded partial ASM drawn on

in its top-right corner. Finally,

7 to not contain a 0 1 _01 pattern in which the first column is in the top-left cell and the

second column is in the top-right cell.

Lastly, in this example, three segments of the boundary of 7 have been designated “partial”.
This implies that any columns of a gridded partial ASM drawn on 7 that are gridded into
the leftmost column of 7 are permitted to have a topmost entry equal to —1 and a bottommost
entry equal to —1. Similarly, any rows that are gridded into the topmost row of 7 are permitted
to have a leftmost entry equal to —1, but not a rightmost entry.

In the middle of Figure 26| the same tiling is shown with the convention that rows of 7 that
can only contain a single row of any gridded partial ASM have an asterisk () on the boundary,
and similarly for columns. Cells which can only contain 0 are marked with a point obstruction
and placed entries are shown bold. On the right is one example of a gridded partial ASM that
belongs to Grid(T).

7.4 ASMs Avoiding the Pattern 132

One result of Johansson and Linusson [96] is the enumeration of ASMs that avoid the permu-
tation 132 (in the sense of Definition [7.2). Here we show that their result can be automatically
discovered using Combinatorial Exploration on the objects described above. We see this as jus-
tification that a fully implemented version of Combinatorial Exploration in the ASM domain
would be likely to discover many new results, including the open questions raised in [96].

We are also using this opportunity to preview a significant extension of Combinatorial Explo-
ration that will be detailed in later work. Figures [27|and 28| depict a set of combinatorial rules
that provide sufficient structural information to compute the enumeration of the 132-avoiding
ASMs, but the reader will immediately notice the figures show, what appear to be, two separate
proof trees, not one.
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Figure 27: The first partial proof tree for 132-avoiding ASMs. Note that obstructions which use
points should be interpreted to forbid both 1 and —1 entries, as in tiling 77. In some tilings, like
711 we have not shown all obstructions, only the most important ones.
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T2

Figure 28: The second partial proof tree for 132-avoiding ASMs.

Neither of these are actually proof trees, because their corresponding combinatorial specifica-
tions do not have the property that every set appearing on a right-hand side also appears on
exactly one left-hand side (in terms of the proof tree perspective, this condition requires that
every set that is the child of a rule is also the parent of exactly one rule). So, while the set of
combinatorial rules formed from taking both trees together is not a combinatorial specification,
it still contains sufficient information to find the enumeration of all sets involved ] We call
such a set of rules a combinatorial forest. These generalize combinatorial specifications and we
will describe in future work how the Combinatorial Exploration algorithm can be modified to
search for combinatorial forests, along with a productivity-style guarantee that they suffice to
enumerate each of the sets involved.

We have surpressed some obstructions in the tilings in the two trees that are not relevant, like
in tiling 777 in Figure 27| We use a point in an obstruction to mean eithera 1 ora —1.

We will end this section by roughly describing the strategies that produce the rules shown in
the two partial proof trees in Figures |27|and 28 and then solving the corresponding system of
equations.

o There is a disjoint-union-type strategy similar to the requirement insertion strategy on
gridded permutations that decomposes a set into two subsets depending on whether a
specific gridded partial ASM is contained or avoided. The rule 7; « (73, 73) inserts the
gridded ASM [ 1 ] as a requirement into cell (0,0). The rule 7y < (7, T19) inserts the

requirement | —1

BBHowever, we would not be surprised if an implemented version of Combinatorial Exploration found a genuine
combinatorial specification.
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o There are equivalence strategies 73 < (71) and 719 < (711) that are essentially the same
as the point placement strategy for gridded permutations. The rule 73 « (75) is also
produced by a point-placement-style strategy, but in this case it does not isolate the 1 in
its own row, just in its own column.

o The rule 73 « (714, T15) is a disjoint-union-type strategy that places the “1” requirement
depending on whether the rightmost 1 is in the bottom-right corner or not.

o The rules 7, « () and 79 « () are verification strategies, as Grid(72) contains only the
size 0 gridded ASM and Grid(79) contains only the size 1 ASM with the entry 1.

01
¢ The equivalence rule T < (77) recognizes that the presence of the obstruction [ ]

10
crossing from the bottom-left cell to the top-left cell implies the existence of the three
0 —1 0 1 0 -1
additional obstructions [ ], , and || that cross in the
1 0 -1 0 -1 0|
0 1| ]
same way. This is because, for example, if the pattern [ || occurred, the ASM
-1 0

row sum property would require the presence of a 1 to the left of the —1, which would
then create the forbidden obstruction together with the 1 in the top-left cell. Similar logic
leads to the rule 711 « (712): if either of the cells containing a 1 obstruction contained a
—1, then the ASM row and column sum properties would force them to also contain a 1,
which is forbidden.

¢ The equivalence rule 7; « (7g) is essentially the same as column separation for gridded
permutations.

o The equivalence rule 713 < (774) observes that the mapping of taking a gridded par-
tial ASM in Grid(773) and changing the —1 in the bottom-right corner into a 0 is a size-
preserving bijection to Grid(774). Note that this conversion now ensures that all ASMs
in Grid(774) obey the row and column sum properties, while this was not true for those
partial ASMs in Grid(733).

¢ Finally, there are three rules, 7 < (71,71, 79), Ti2 < (T13,75,79), and T15 < (T1,79),
that come from a strategy similar to the factor strategy of gridded permutations. The first
and third rule are rather straight-forward: each cell of the parent is in its own row and
column, and no parts of the border are marked as partial, and therefore, the cells of the
parent can be split into the children shown, all of which also have no parts of their own
borders marked as partial. The second rule is more intricate. Any place where one child
shares a row or column with another child, those shared parts of the boundary must get
marked as partial in the children. This explains the partial boundary of 7i3. At first it
seems like 75 and 79 should also each have a part of their boundaries marked as partial
(the left half of the top border of 75 and the left border of 7y), but in each case, the —1
cell that stayed with 773 implies that the row and column sum conditions actually remain
satisfied on 75 and 7.

From this combinatorial forest (the union of the rules in each of the partial proof trees), we
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obtain an algebraic system of equations as outlined in Section 5| which can be solved to discover
that the generating function for 7; is

3—x—41—6x+x2
2

T(x) =
and therefore the counting sequence for the 132-avoiding ASMs is the large Schroder numbers:

1,1,2,6,22,90,394,1806, 8558, . . ..

8. APPLYING COMBINATORIAL EXPLORATION TO POLYOMINOES

8.1 Polyominoes

In this section a square refers to a region [i,i 4+ 1] x [j, j + 1] in the Euclidean plane. A polyomino
is a finite union of squares with a connected interior. So, for example, two squares that only
share a corner would not be a polyomino. Two polyominoes are considered equal if one can
be transformed into the other by a vertical or a horizontal translation of the plane@ The word
“cell” is more common for what we call a “square”, but we will use “cell” for another concept
below.

Polyominoes have been used for modeling physical phenomena such as crystal-growth (see
Dhar [70]) and percolation (see Broadbent and Hammersley [47], Conway and Guttmann [65],
and Rensburg [92]]). Figure [29|shows the nonempty polyominoes with at most three squares.

There are at least two natural definitions of the size of a polyomino, each of which turns the
set of polyominoes into a combinatorial set. These are area, the number of squares in the poly-
omino, as well as perimeter, the distance along the border. These two definitions are sometimes
used simultaneously, leading to bivariate generating functions. It is worth noting that the total
number of polyominoes of a given size (either area or perimeter) is unknown, a stark contrast
to the case of pelrmutationsFﬂg

However, as is the case with permutations and many other combinatorial objects, several sub-
sets of polyominoes have been intensely studied, including those that are convex, directed
and convex, column-convex, directed column-convex (see Bousquet-Mélou and Fédou [43] and

19Some texts consider two polyominoes equal if one can be obtained from the other by rotation, but we consider
these to be different.

201f we take the area as the size function then the enumeration of polyominoes is 1,1,2,6,19,63,216,... and is
sequence A001168 on the OEIS. While the general formula for these numbers, a(n), is unknown, it is known that
the limit a(n)l/ " exists (see Klarner [99])), and is estimated to be close to 4.06 (Jensen [94])).
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Figure 30: A polyomino, with its matrix drawn on top and shown separately.

Bousquet-Mélou [41]]), inscribed in a rectangle (see Goupil, Cloutier, and Nouboud [86]), tree-
like (see Aleksandrowicz, Asinowski, Barequet [11]), centered convex, Z-convex, 4-stack, bi-
centered (see Fedou, Rinaldi, and Drosini [77]), and L-convex (see Castiglione, Frosini, Restivo,
and Rinaldi [61] and Guttmann and Kotesovec [88]).

Many of the subsets that have been studied can be defined as the set of polyominoes that
avoid certain patterns, and in this section we present a proof-of-concept to demonstrate that
Combinatorial Exploration can be effective in the domain of polyominoes as well. Later in this
section, we will derive a proof tree for the set of Ferrers diagrams (whose enumeration is equal
to the number of integer partitions) and describe, but not show, a proof tree for the L-convex
polyominoes (also sometimes called moon polyominoes).

We start by using the matrix-based description of polyominoes given by Frosini, Guerrini, and
Rinaldi [82] in which squares of a polyomino are represented by a 1 and the remaining locations
of the bounding box are represented by a 0. Figure [29| shows the matrix representations for
each polyomino with at most 3 squares, and Figure 30| shows a larger example. From this
description, we can define when one polyomino contains another.

Definition 8.1 ([82]]). A polyomino P; is said to contain a polyomino P; if it is possible to form
the matrix for P, from the matrix for P; by deleting rows and deleting columns.

We may extend this definition slightly by allowing P, to be a matrix that does not satisfy the
bounding box criteria, e.g., the polyominoes that avoid P, = [1 0] are those that do not have
a square to the left of a non-square (within the bounding box of the polyomino). In this context,
we call matrices such as P, polyomino patterns.

Following the development of Combinatorial Exploration in the domain of alternating sign
matrices in Section [7, we will now define a gridded version of polyominoes and a tiling-like
structure that represents the sets of gridded polyominoes upon which we will perform Combi-
natorial Exploration.

8.2 Gridded Polyominoes

Definition 8.2. A gridded polyomino is a polyomino in which the columns and rows have been
partitioned into contiguous, possibly-empty parts. Less formally, a gridded polyomino can be
formed by taking the matrix representation of a polyomino and adding any number of vertical
lines either between columns or to the extreme left or extreme right, then doing the same with
horizontal lines to rows. Like with gridded permutations and gridded ASMs, we will refer to
the rectangular regions as cells. Figure 31|shows an example of a gridded polyomino.

The containment relation of polyominoes and the notion of a polyomino pattern extend in a
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Figure 31: A gridding of the polyomino from Figure

natural way to gridded analogues in the same way as with gridded permutations.

8.3 Polyomino Tilings

For the remainder of this section, we will focus on enumerating polyominoes by area (the num-
ber of squares); only small changes would be needed to set up Combinatorial Exploration to
enumerate by perimeter.

Definition 8.3. A poly-tiling T is a structure that represents a set of gridded polyominoes. It
is defined by four components. The first three are identical to the three components that de-
fine a gridded permutation tiling: dimensions (t,u), a set O of gridded polyomino patterns
called obstructions, and a set R = {R1,..., Ry} of sets of gridded polyomino patterns called
requirements. The gridded polyominoes that 7 represents, Grid(7), must each avoid all of
the gridded polyomino patterns in @ and must each contain at least one gridded polyomino
pattern in each R;.

The fourth component, new to this domain, is called a tracking list. The tracking list designates
a subset of the rows of the tiling. This component does not change which gridded polyominoes
are in Grid (7). Instead, it signals to the combinatorial strategies that we are not just interested
in the sequence a, for the number of polyominoes in Grid(7") with area n, but the more refined
sequence 4, for the number of polyominoes in Grid(7) with area n and with k squares in
the rows indicated by the tracking list. Informally, when applying strategies to a tiling, the
strategy will look at the tracking list to determine whether they can be applied, and if so what
the children will be. Correspondingly, the counting functions for the strategy will involve two
indices, n and k.

This is a simplified version of the strategies briefly discussed in Subsection that lead to
catalytic variables in the systems of equations for generating functions, and which will be dis-
cussed further in future work.

Consider the example poly-tiling 7 shown on the left in Figure The dimensions of T are
(t,u) = (2,2), and there is a single requirement, the gridded polyomino pattern that contains 0
in the cell (1,0). The cells (1,0), (1,1) each contain the four obstructions [0 0], [0 1], [1 0],
and [1 1]. These force any gridded polyomino in Grid(7) to have at most one column grid-
ded into those cells. The vertical versions of these four obstructions appear in cells (0,0), (1,0),
and they enforce a similar condition on the rows. The eight obstructions and one requirement
in cell (1,0) enforce that any gridded polyomino in Grid(7) has a 0 gridded into this cell and
no other entries. There are four remaining obstructions, two local to the cell (0,1) and two
crossing between cells. This tiling has an empty tracking list. The second subfigure in Fig-
ure 32| shows the same tiling with the same kind of abbreviations as we used for ASM-tilings.
The proof tree for Ferrers diagrams in Figure 34| has many examples of tilings that do have
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Figure 32: A tiling 7 with all obstructions and requirements shown explicitly; the same tiling
with abbreviations; a gridded polyomino on the tiling in matrix form; the same polyomino in
traditional form.

Figure 33: Two Ferrers diagrams.

tracking lists, shown by drawing an oscillating line around the rows in the list.

The third subfigure of Figure 32| shows the matrix representation of a gridded polyomino in
Grid(7). It has three columns that have been gridded into the first column of 7 and one
gridded into the second, and it has one row that has been gridded into the first row of T,
and three gridded into the second. The last subfigure of Figure 32| shows the same gridded
polyomino in the traditional form.

8.4 Ferrers Diagrams

A Ferrers diagram is a polyomino in which all rows are aligned to the left side of the bounding
box and each row is at least as big as the one above it. Figure B3|shows two examples of Ferrers
diagrams. Ferrers diagrams with n squares are in bijection with integer partitions of n: the
partition p; = p2 > ... = p,; of n maps to the Ferrers diagram whose row lengths, starting from
the bottom, are p1, pa, ..., pe. As a result, the enumeration of Ferrers diagrams with n squares
is known, and the generating function satisfies an algebraic differential equation, but does not
satisfy a linear differential equation.

Ferrers diagrams are precisely those polyominoes that avoid the polyomino patterns i =
[0 1] and B, = B] . Figure 34/ shows a proof tree for the set of Ferrers diagrams. As with
other domains, we have used visual abbreviations to simplify the pictures of poly-tilings.

We will now briefly explain the strategies that produce each rule of the tree.

o The rule 71 « (72, 73) is produced by a requirement-insertion-style strategy that splits
into the case where the polyomino is empty and the case where it contains at least one
square.

o A point-placement-style strategy places the requirement in 73 first as bottommost as pos-
sible, then as rightmost as possible, to get 75 (some implicit simplifications have been
applied, just as we often did in the permutation domain). A different strategy observes
that the rightmost column in 7; cannot contain any entries, as it would then contain a 8,
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Figure 34: A proof tree for Ferrers diagrams.
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pattern, and therefore 73 and 75" are equinumerous.

<&

The rule 7;" « (74) simply adds the tracking list for the bottommost row. Although
it may at first feel backward, this is a valid strategy because we can certainly obtain the
counting sequence for 73" if we know the counting sequence for 7; indeed, we just ignore
the extra index corresponding to the tracking list.

o Therules Ty « (75,76, 77), T5 < (T3, 7o), and Te < (T10, T11, T12) are disjoint-union-type
strategies that split into cases depending on what the extreme value in a particular cell in
a row or column of height or width 1 is. For example, in the first rule mentioned above,
either the top row of 7, contains no entries at all (giving 75) or the entry of that row that
is as far down and to the right as possible is a 0 (giving 7¢), or it is a 1 (giving 77).

o The rules Tg «— (75,7Tg), Ti1 <« (T6,T3), and Tin « (77, Ts) are similar to the factor
strategy on permutations. They detect when a particular square placed into a row and
column of height and width 1 can be removed from every gridded polyomino on the
tiling without violating the connectedness property.

o Two verification strategies give the rules 7, « () and 7g « () because their generating
functions are easily seen to be 1 and xy, respectively. A more complicated verification
strategy gives the rule 719 « () by detecting that there are no gridded polyominoes in
Grid(710) because the placed 0 will lead to a violation of the bounding box condition,
i.e., that the topmost and bottommost rows and the leftmost and rightmost columns all
contain at least one square.

o Lastly, and most interestingly, the rule 7; « (74) is produced by a strategy that notices
that the two bottommost rows of 77 must be identical. Therefore, they can be “merged”
together. To see that this is a valid strategy, let 4, , denote the number of gridded poly-
ominoes in Grid(77) with n squares, k of which are in the tracked row, and let b, ; be the
corresponding sequence for Grid(74). Then, we have the counting formula a, , = b,
and the generating function equation A(x,y) = B(x, xy).

As discussed in Section |5, this proof tree provides a polynomial-time counting algorithm for
the number of Ferrers diagrams of size n. Moreover, the system of equations for the generating
functions of the combinatorial sets is the following

Ti(x) = Ta(x) + T5(x) T7(x,y) = Tu(x, xy)

T(x) =1 Ts(x,y) = xy

T3(x) = Tu(x,1) To(x,y) = Ts(x,y) - Ts(x,y)
Ta(x,y) = Ts(x,y) + Te(x,y) + T (x, ) Tio(x,y) =0
T5(x,y) = Ts(x,y) + To(x,y) Ti(x,y) = Te(x,y) - Ts(x,y)
Te(x,y) = Two(x,y) + Tu(x,y) + Tia(x,y) Ti2(x,y) = Tr(x,y) - Ts(x,y)

This system can be solved to find the known generating function

Ti(x) = Hl—lxi'

i=1

2IThe variable y tracks the number of squares of each gridded polyomino that are in rows identified by the
tracking list of the tiling.
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We have also derived, by hand, a proof tree for the large class of L-convex polyominoes, which
also sometimes go by the name moon polyominoes. These can be defined by avoiding the four
polyomino patterns

1

o PR Ry

and their enumeration is also already known as sequence A126764 in the OEIS [128]. Like
with Ferrers diagrams, their generating function is non-D-finite. The proof tree is too large
to show here, involving 47 combinatorial sets. Nevertheless, it serves as further proof that
Combinatorial Exploration would be effective in the domain of polyominoes.

9. APPLYING COMBINATORIAL EXPLORATION TO PATTERN-AVOIDING SET PARTI-
TIONS

9.1 Set Partitions

A set partition of size n is a decomposition of the set [n] = {1,...,n} into a set of nonempty
disjoint subsets By, . .., By called blocks whose union is [n]. For readability, we write set parti-
tions without commas and braces, using / to separate the blocks. The order of the blocks and
the order within the blocks do not matter, so for example the set partitions 134/28/5/79 and
97/82/341/5 are considered the same; the first of these is written in standard form, in which the
entries within the blocks are written in increasing order, and the blocks are written in increas-
ing order of their smallest elements. The five set partitions of size 3, written in standard form,
are
123, 1/23, 12/3, 13/2, 1/2/3.

An alternative way to express a set partition ¢ = By/ -+ /By is with a word w = w(1) ... w(n)
over the positive integers such that w(i) = jif i € B;. The five partitions of size 3 can be
expressed in this way as

111, 122, 112, 121, 123.

Words of this kind are called restricted growth functions and can be defined by the conditions
1 w(1) =1,
2. foralli > 2, w(i) <1+ max({w(l),...,w(i—1)}).

There have been several different notions of pattern avoidance studied for set partitions. For
example, the definition used by Klazar [100H102] and more recently Bloom and Saracino [34],
Chen, Deng, Du, Stanley, and Yan [62], Riordan [125], and Touchard [132] says that ¢ contains
T if T can be obtained by deleting entries from blocks of ¢ and standardizing the remaining
entries. With this notion, the set partition 145/23 contains 12/34 as can be seen by deleting the
1 and standardizing (and rearranging the blocks, which is permitted because the blocks of a set
partition are unordered). A second definition involving arc-diagrams has been studied as well
by, for example Bloom and Elizalde [33].
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In this section we work with a third notion of pattern avoidance that uses the correspondence
with restricted growth functions. This notion was investigated by Sagan [127] (who also consid-
ered Klazar’s version of pattern avoidance) and then studied further by Campbell, Dahlberg,
Dorward, Gerhard, Grubb, Purcell, and Sagan [60], Dahlberg, Dorward, Gerhard, Grubb, Pur-
cell, Reppuhn, and Sagan [68], and Jelinek, Mansour, and Shattuck [93]. In this third version
of pattern avoidance, we say that ¢ contains 7 if there is a (not necessarily consecutive) subse-
quence of w(c) that is order-isomorphic to w(7). In this notion, it is no longer true that 145/23
contains 12 /34 because the corresponding restricted growth functions are 12211 and 1122, and
the former does not contain the latter as a subsequence. As in previous sections, we can gen-
eralize this containment notion to words that are not themselves restricted growth functions,
e.g., the set partition 12211 contains the word 21. As before, we will call these words that are
not necessarily actual set partitions patterns.

At the end of this section, we will give two proof trees, one for set partitions avoiding the pat-
tern 1212 and the other for set partitions avoiding the pattern 111. The set partitions avoiding
1212 are often called non-crossing set partitions, and we will re-discover that they are counted
by the Catalan numbers. Set partitions avoiding 111 have each part of size at most 2; for these
we write down a system of differential equations and solve to re-discover that the generating
function is D-finite.

9.2 Gridded Set Partitions

As in the previous sections, we will define a gridded version of set partitions, an analogous
version of pattern containment, and then define a tiling-like object to represent sets of gridded
set partitions. The easiest way to do this for this short proof-of-concept is to think of a set
partition as a 0/1 matrix that contains a 1 in the (i, j) entry (indexed with Cartesian coordinates)
if block B;, written in standard form, contains the entry j. All other entries are 0. For example,

10
the set partition 134/2 is represented by the matrix (1) (1) :
10

All such matrices have exactly one 1 in each row. The restricted growth function property can
be phrased in the following way: the (1,1) entry must be 1, and for all i > 1, if the lowest 1
in column i is at location (i, ), then subcolumn consisting of the bottommost j — 1 entries of
column i — 1 must contain at least one 1.

Having defined the matrix representation of a set partition, we can now lean on previous sec-
tions by defining a gridded set partition as simply the matrix representation with vertical and
horizontal lines added in the usual way. Gridded set partition patterns (those that do not nec-
essarily obey the restricted growth function condition) are defined similarly, and the definition
of pattern avoidance can be easily extended to these gridded analogues.

9.3 Set Partition Tilings

Definition 9.1. An SP-tiling T is a structure that represents a set of gridded set partitions. It
is defined by three components, identical to those that define a gridded permutation tiling:
dimensions (t,u), a set O of gridded set partition patterns called obstructions, and a set R =
{R1,..., Ry} of sets of gridded set partition patterns called requirements. The gridded set parti-
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Figure 35: An SP-tiling with all obstructions and requirements shown, followed by an abbre-
viated versions, and finally a gridded set partition on the tiling with underlying set partition
13/2/4/57/6. The corresponding restricted growth function is 1213454.

tions that 7 represents, Grid(7"), must each avoid all of the gridded set partition patterns in O
and must each contain at least one gridded set partition pattern in each R;.

Consider the example SP-tiling 7 shown on the left in Figure The dimensions of T are
(t,u) = (2,2), and there is a single requirement, the size 1 gridded set partition in the cell
(1,0). Like gridded permutation tilings, we can depict obstructions and requirements using
dots with lines between them to signify the locations of the 1s. For example, the obstruction
in the top-right corner is the gridded set partition 1223 (in restricted growth function notation)
with all entries in the cell (1,1).

The six size 2 obstructions, together with the size 1 requirement, force every gridded set par-
tition in Grid(7") to have at most one column gridded into the first column of 7. The size
1 obstruction forces all gridded set partitions in Grid(7") to have no entries gridded into cell
(1,0) (although this is actually already implied by the constraint that the matrix of a set parti-
tion has exactly one 1 per row). Lastly, there is a crossing size 3 obstruction with underlying
word 221 and the previously mentioned size 4 obstruction with underlying word 1223.

The middle of Figure 35/shows the visual abbreviations that we use with SP-tilings: we draw
an asterisk below a column to show that it has width 1, similarly for rows, and use a solid black
point to show a cell with precisely one element of the set partition. The right side of the figure
shows a gridded set partition in Grid (7).

9.4 Non-Crossing Set Partitions

Figure 36/ shows a proof tree for the set partitions that avoid the pattern 1212. The strategies
used are simple and will be familiar after having read the section on strategies for gridded
permutations.

o Therules 71 « (72,73) and T « (74, 7s) are produced by requirement insertion strate-
gies. The first inserts into cell (0,0) and the second inserts into cell (0,1).

o Therules Ty < (71,75) and 7" « (71,73, T5) are produced by a factor-like strategy that
splits apart cells that do not interact in their rows and columns and have no obstructions
or requirements crossing between them.

o The rules 73 « (75) and Ts « (7/) place a requirement into its own row, much like the
point placement strategy for permutations.
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Figure 36: A proof tree for non-crossing set partitions.
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Figure 37: A proof tree for set partitions with parts of size at most 2.

o The rule 7] « (7)) infers that all gridded set partitions in Grid(7/) also avoid the 21
obstruction crossing between the cells (1,3) and (1,1), as a result of the vertical size 2
obstruction and the restricted growth function property. Because of this new obstruction
the rule 7 « (7/") is produced by a column separation strategy.

From this proof tree, we can write down an algebraic system of equations whose solution iden-
tifies that Ty (x) is the Catalan generating function as expected.

9.5 Set Partitions with Parts of Size at Most 2

Figure 37| shows a proof tree for the set partitions that avoid the pattern 111. They are the set
partitions with the property that every block has size 1 or 2. The ordinary generating function
for their counting sequence is D-finite, but not algebraic, and we will see how this proof tree
allows the defining linear differential equation to be computed. This sequence is A000085 in
the OEIS [128].

All of the rules in this proof tree except for 7; < (71) are produced by requirement insertion,
point placement, and factor strategies as seen in the previous example. The rule 77 « (77)
is produced by a strategy similar to the “fusion” strategy mentioned at the end of Section [}
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The gridded set partitions in Grid(77) can be formed uniquely by starting with a gridded set
partition in Grid(77) and adding a horizontal line between any pair of entries, or at the extreme
bottom and top. In this way, a gridded set partition of size n in Grid (77 ) produces n + 1 gridded
set partitions of size n in Grid(77). This leads to the generating function equation T7(x) =

TGP

The entire system of equations is

Ti(x) = To(x) + T3(x)
Tz(x) =1

T3(x) = Ta(x) + Te(x)
T4(.X') = T1 (.’Xf) . T5(X)

Ts(x) = x

Té(x) = T5(x)2 : T7(x)
Tr(x) = = (x-Ti(x))

We can deduce from this that
Ti(x) =1+ (x +x*) Ty (x) + x3LZCT1(x),

proving that T;(x) is D-finite.

10. FURTHER ALGORITHMIC CONSIDERATIONS

In this section we aim to give a small taste of the extensive algorithmic design work required
to actually implement Combinatorial Exploration in an effective manner. Our implementation
of Combinatorial Exploration, which we call the CombSpecSearcher, is open-source and can be
found on Github [22]. Our code is fully compatible with the alternative Python implementation
called PyPy, a free just-in-time compiler that in our experience tends to speed up computations
by a factor of around 5 at the cost of some increased memory usage. The CombSpecSearcher
is completely domain-agnostic, making no reference to permutations or any other combinato-
rial objects. In order to employ the CombSpecSearcher to perform Combinatorial Exploration,
one must implement their own Python classes and functions representing their combinatorial
objects and strategies, and plug these into the CombSpecSearcher. For more details about how
this is done, one can refer to the “TREADME” file in the CombSpecSearcher repository [22] which
shows a sample implementation of Combinatorial Exploration for the simple domain of binary
words. Additionally, our Tilings repository [21] on Github contains our implementation of
Combinatorial Exploration for permutations discussed in Section [6}

The user initiates Combinatorial Exploration by specifying the combinatorial set that they wish
to be enumerated, and a set of strategies to be used, which we call a strategy pack. The strategy
pack separates the strategies into several different groups depending on how one wishes them
to be used and in what order. The groups are called inferral strategies, initial strategies, expansion
strategies, and verification strategies.

22 Alternatively, one can write an algebraic system of equations that uses two catalytic variables, but no deriva-
tives.
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The CombSpecSearcher was designed with the separation of concerns design principle in mind,
making the software as flexible as possible for future development. Work is delegated to a
handful of separate components that work together to manage the flow of Combinatorial Ex-
ploration. The most important of these components, which we discuss in more detail below,
are

o the CSSQueue, which manages the order in which combinatorial sets are decomposed by
strategies;

o the ClassDB, which is in charge of storing the combinatorial sets discovered, including
their compression and decompression to improve memory usage;

¢ the EquivDB, a union-find data structure that tracks the equivalence classes of combinato-
rial sets;

o the RuleDB, which stores all combinatorial rules discovered during the exploration pro-
cess;

o the SpecFinder, which searches for a subset of combinatorial rules that form a combina-
torial specification.

The CSSQueue controls the order in which combinatorial sets are considered and in which the
strategies in the strategy pack are applied to them. It fundamentally has two operations: a
method for adding a combinatorial set to the queue, and a method that tells CombSpecSearcher
which combinatorial set should be expanded next and, moreover, which strategy should be
used for this expansion. The default CSSQueue is actually composed of three separate queues:
the working queue, the current queue, and the next queue.

When a combinatorial set is added to the CSSQueue for the first time, it is added to the working
queue. When CombSpecSearcher is ready for a new combinatorial set and requests one from
the CSSQueue, the CSSQueue first takes from the working queue if it is nonempty. Each combi-
natorial set .4 taken from the working queue is immediately expanded using the strategies in
the pack that are designated as inferral strategies. These are equivalence strategies for which,
if they apply, then we no longer want to try applying any additional strategies to the parent
A. For permutations, the row and column separation strategies discussed in Subsection [6.3.4]
is effective as an inferral strategy—if a tiling has two columns that separate, we want that sep-
aration to occur right away, and then there is no need to do further work on the unseparated
version. If an inferral strategy applies, the child set is added to the working queue and A is
removed from the CSSQueue permanently.

If no inferral strategy successfully applies, A is then expanded using the strategies in the pack
that are designated as initial strategies. The children of any strategy that applies are placed
in the working queue, and after A has been expanded with all initial strategies, it is moved
to the next queue. Good candidates for initial strategies are those that decompose a set into
simpler sets that are likely to already exist in the universe like, for instance, the factor strategy
of Subsection Treating the factor strategy as an initial strategy means we will attempt to
factor a tiling long before we apply other strategies that tend to push deeper into the universe,
like the requirement insertion strategy of Subsection[6.3.1}

If the working queue is empty, the next combinatorial set to be expanded will be taken from
the current queue. When a combinatorial set is taken from the current queue, it is expanded
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Figure 38: The lifecycle of a combinatorial set A in the default CSSQueue employed by
CombSpecSearcher

using the strategies in the pack designated as expansion strategies. The expansion strategies
are further split into subsets of strategies Si, S, ..., Sx. The first time a combinatorial set is
taken from the current queue it is expanded using the strategies in set S; and added back to the
current queue, the second time using the strategies in S, and so on. Once the last subset Sy has
been applied, we discard the combinatorial set from CSSQueue as it has been fully expanded.
This allows fine-grained control over how exploration of the universe of sets proceeds simply
by modifying the strategy pack. This can be useful when performing Combinatorial Explo-
ration on a set for which one has some intuition about which strategies are more likely to lead
to effective decompositions and which are not.

Finally, when both the working queue and the current queue are empty, all sets in the next
queue are moved to the current queue, and expansion continues. The lifecycle of an individual
combinatorial set A is outlined in Figure

Every time a combinatorial set A is discovered for the first time it is assigned a unique integer
label and stored in the ClassDB. In practice there can be millions of combinatorial sets discov-
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ered in a single run of the CombSpecSearcher, which imposes a significant memory burden. To
mitigate this, our implementation includes the option of storing a compressed version of the
combinatorial set, and the ClassDB manages the corresponding compression and decompres-
sion as needed.

Recall that Subsection [4.3|describes how equivalence strategies may be used to determine that
two combinatorial sets have the same enumeration. As such rules violate the productivity con-
ditions, sets are collected into equivalence classes. The EquivDB is a union-find data structure
that efficiently represents the equivalence classes of combinatorial sets. It contains routines for
efficiently merging two equivalence classes, finding a representative for a given equivalence
class, and finding a shortest path of equivalence rules between two sets in the same equiva-
lence class.

Immediately after a combinatorial set A is assigned a label by the ClassDB, the CombSpecSearcher
checks if any of the verification strategies in the strategy pack apply to A. If so, this information
is passed to the EquivDB because all equivalent classes may also be considered verified.

To expand a combinatorial set .4 with a strategy S, the decomposition strategy ds is applied to

A. If S successfully applies to A, it creates a rule A & (BW,...,B®). Each of the child sets’
assigned labels are placed into the CSSQueue as described above. The rule is then stored as a
tuple (a, (by,...,bx),S) in the RuleDB, where a and the b; are the integer labels assigned to A
and the B; and S is the strategy that produced the rule.

Searching for a combinatorial specification is done on the level of equivalence classes of the
equivalence relation R discussed in Subsection This task is performed by the SpecFinder,
which first asks the RuleDB for all of the rules found so far. These rules on sets are converted
into rules on the equivalence classes of R by consulting the EquivDB. Finally Algorithm 1] from
Subsection [3.5|is used to decide if a specification exists. If so, Algorithm [2| chooses one. The
items in this specification are equivalence classes of integer labels, and so the RuleDB, EquivDB,
and ClassDB work together to convert this back into a specification on combinatorial sets.

The advantage of following the separation of concerns design principle is that the behavior of
any one of these components can be easily altered without interfering with the work done by
the others. For example, in Subsection [7.4| we briefly introduced the notion of a combinatorial
forest, a generalization of a combinatorial specification. The CombSpecSearcher can be config-
ured to search instead for combinatorial forests by simply implementing a new RuleDB object
that has the same functions, but whose internal logic is different. Another example is found in
Ardal’s thesis [13], in which an alternative CSSQueue based on the proof-number search algo-
rithm commonly used on game trees is used to replace our breadth-first approach.

11. FINAL NOTES

Despite the length of this work, we have only scratched the surface of what Combinatorial Ex-
ploration can do. While the example domains presented here have all involved sets described
by the occurrence or avoidance of certain kinds of patterns, that is just an artifact of our own
experience and interests, and is not a requirement for Combinatorial Exploration to apply.

We have mentioned throughout a number of extensions and generalizations that will lead to
the automatic discovery of combinatorial specifications for even more combinatorial sets. Some
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of these have already been completed, or are in progress, and will be discussed in forthcoming
work. Others would benefit from the attention of experts in fields other than ours. We will
briefly summarize these ideas here and mention a few additional ones as well.

1.

In Section [}, we enumerated the 132-avoiding alternating sign matrices by discovering a
combinatorial forest, which is a set of rules that does not constitute a combinatorial specifi-
cation because there may be sets on the right-hand sides of rules that appear more than
once or not at all on the left-hand sides of rules. Nonetheless, they carry sufficient struc-
tural information to enumerate all of the combinatorial sets involved. Although examples
of these have appeared sporadically in the literature, to our knowledge they have never
been formally defined nor systematically studied. We have devised an algorithmic ap-
proach that allows us to efficiently search a set of rules for a combinatorial forest. In our
experience, they tend to lead to clever structural descriptions that would be challenging
for a human to discover by hand.

This is already implemented in the Combinatorial Exploration code base [22], and we
have used it to find a combinatorial specification for Av(1342). This class was first enu-
merated by Bona [38] by constructing a bijection between it and a set of non-permutation
objects; we believe ours is the first direct enumeration. Future work will explore the con-
cept more, lay theoretical foundations, and demonstrate how the use of forests makes
Combinatorial Exploration even more effective.

In several places, we have mentioned combinatorial specifications that use strategies that
lead to extra indices in the counting formulas and “catalytic” variables in systems of equa-
tions, e.g., fusion for permutation patterns, and the strategy that merges two identical
rows for polyominoes. In order to fully understand these results, the formalized versions
of strategies and specifications developed in this work must be extended to multivariate
versions, and the notions of reliance graphs and productivity must be suitably adapted.

Section [5| discussed that fast uniform random sampling can often be performed when a
combinatorial specification has been discovered. Like the other transfer tools discussed,
the strategies involved must have certain properties for this to be possible.

Suppose that one has combinatorial specifications S; and S, for two different combinato-
rial sets A and B that may be from different domains. If S; and S5 are structurally similar
in the sense that they employ strategies with the same counting functions in precisely the
same ways, we call Sy and S, parallel specifications. From any two parallel specifications
we automatically obtain a size-preserving bijection between A and B. This work can be
found in Eliasson’s thesis [75].

Our heavy formalization of strategies and specifications may make it possible to employ
a theorem verification system such as Lean [110] or Agda [1] to formally verify combina-
torial specifications and their enumerations.

While we have given short proofs-of-concept for three domains—alternating sign matri-
ces, polyominoes, and set partitions—true success in applying Combinatorial Exploration
in these domains is likely to require expertise from researchers who have more experience
with these objects than we do. We also believe that Combinatorial Exploration would be
effective in other domains such as inversion sequences, ascent sequences, and more.
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